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Abstract

FSCT was developed by Microsoft to provide accurate, detailed results when testing file server capacity and identifying performance bottlenecks.

File server capacity planning and performance troubleshooting are critical aspects of high-level network administration. Central file servers and distributed client workstations are now the norm in most corporate networks. This structure reduces storage capacity requirements, centralizes backup, increases the availability of files, and simplifies the document revision and review process. However, because data storage and access are centralized, performance limitations impact the entire network population. Accurately projecting the number of users that hardware can support under a specific workload, and understanding when and where bottlenecks occur, are critical to making efficient improvements to the server configuration.

File server capacity planning tools can be valuable in choosing new hardware for purchase, identifying the capacity of existing hardware, locating existing bottlenecks, and planning for resource expansion in advance of resource exhaustion.

The throughput capacity of a file server can be expressed either as the maximum number of operations per second or a maximum number of users supported by the configuration. These values are influenced by several factors, some of which include processor speed, available memory, disk speed, network throughput and latency, and the speed with which SMB requests are processed. 
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FSCT Overview

File server capacity planning and performance troubleshooting are critical aspects of high-level network administration. Central file servers and distributed client workstations are now the norm in most corporate networks. This structure reduces storage capacity requirements, centralizes backup, increases the availability of files, and simplifies the document revision and review process. However, because data storage and access are centralized, performance limitations impact the entire network population. Accurately projecting the number of users that hardware can support under a specific workload, and understanding when and where bottlenecks occur, are critical to making efficient improvements to the server configuration.

File server capacity planning tools can be valuable in choosing new hardware for purchase, identifying the capacity of existing hardware, locating existing bottlenecks, and planning for resource expansion in advance of resource exhaustion.

The throughput capacity of a file server can be expressed either as the maximum number of operations per second or a maximum number of users supported by the configuration. These values are influenced by several factors, some of which include processor speed, available memory, disk speed, network throughput and latency, and the speed with which SMB requests are processed.

What’s new in version 1.2

1. Windows Clustering allows system to be built with redundancy, which provides high availability to tolerate hardware failures. With a two node clustering, you could setup more than one virtual file server instance, and have FSCT clients run load against all the instances. In this release, a new section “Running FSCT against a singleton Windows Cluster” will describe the setup and steps for running against a Windows Cluster.
2. /timeout: At the beginning of running FSCT, client and controller will need to establish communication channel. Timeout is used to indicate how long client and controller will wait for each other. This parameter was only honored with fsct run client in v1.0. In this release, the controller will also honor this parameter. The default value of timeout increased from 2 minutes to 10 minutes.
3. /Allow_client_removal: This is a new parameter introduced in v1.2. Consider a case, where you had 10 client machines setup in the preparation phase, later, one of the client machine had a hardware failure and no longer available for running test. In v1.0, you will need to rerun prepare on server and client, to setup from scratch. With this parameter, you can prepare for the death of the client. The downside of using this parameter is that, the client may not be evenly distributed across each volume. The parameter is recommended if you have a large number of client machines (> 100 client machines).
The Common Internet File System (CIFS) and Server Message Block (SMB) Protocol

SMB version 1.0 (alternately CIFS) is a protocol used to share files over a local area network (LAN) or wide area network (WAN). SMB is not a file transfer protocol; rather, it allows a client to open, edit, and save files on a remote server without storing a permanent local copy of the file. It is also not a network transport protocol: SMB packets, which can include requests to open, read, save, or close files, are sent over the network using transport protocols like NetBIOS over TCP (NBT). The network transport protocol handles name service procedures, allowing users to refer to a remote computer by an alphanumeric name.

SMB traffic between Windows Server 2008 and computers running Windows Vista with SP1 uses SMB 2.0. Both operating systems also include support for SMB 1.0 to facilitate file sharing with computers not running SMB 2.0. However, the benefits of SMB 2.0 are only realized between computers that support the new protocol. The version of SMB used for file sharing is determined when an SMB connection is initiated and the supported protocols on client and server are identified. Windows Server 2008 R2 and  Windows® 7  include version 2.1 of the SMB protocol. 

Introducing FSCT

FSCT was developed by Microsoft to provide accurate, detailed results when testing file server capacity and identifying performance bottlenecks. Many previously available capacity planning tools created a set of files for clients to access, carried out scripted CIFS/SMB traffic from physically separate client computers, and sought to identify the number of clients that could be supported by the server based on processing, hardware, and network bandwidth capacity. By saturating these resources, it was possible to estimate when and where performance would decrease.

However, these tools provided little ability to customize the behavior of client and server systems during the test, meaning that the types of load and traffic generated did not necessarily reflect real-world usage patterns. Because results were limited to identifying saturation points, it was not always possible to know if saturation was reached due to errors in configuration or operation of the test systems, rather than actual exhaustion of resources. In addition, the resource requirements for such testing could be quite high due to the need to have individual computers serving as clients during the test.

To address these limitations, features of FSCT include:


Simulating native application and operating system behavior. The desire to produce real-world results with FSCT led to the use of native Win32 application calls (simulating the behavior of Microsoft Office applications, Command Line operations, and Windows Explorer, among others) for generating SMB requests. Because these applications are written to optimize efficiency in a native Microsoft Windows environment, it is possible for FSCT to more accurately identify capacity thresholds based on actual usage.


Workloads: pre-configured test scenarios. Pre-configured FSCT workloads define what kind of information is stored on and transferred between the server and clients, which operations are performed on the file set, how many iterations of each test will be run, and what thresholds are used to determine that the test has finished. For example, workloads can be created to simulate multiple requests from multiple web browsers for the same set of files from a server. The results of this specific behavior can be quite different from results produced by simply sending SMB requests to open the same file multiple times because the SMB Redirector optimizes subsequent requests.

Results are only comparable between tests run using identical workloads and configuration options.

The 1.0 version of FSCT includes one workload, HomeFolders, which simulates user activity when the server’s primary function is to store the user’s home directory. This workload is described in more detail later in this document.


Multiple sessions per physical client. When the goal of capacity planning is to determine the number of file handling operations possible in a given client/server scenario, and when bandwidth capacity is not expected to be the bottleneck in the test, FSCT allows the test administrator to configure a single client computer to perform multiple client operations by hosting multiple user accounts. In addition to reducing the number of physical client computers required to complete a test (taking into account that the results may be different when multiple test clients share a single client computer’s resources), this provides greater flexibility to simulate real-world client behavior. For example, a client might be simultaneously accessing an intranet site through the browser, editing a shared document in an application, and browsing a shared directory via the operating system’s file explorer tool.


Performance information, error reporting, and tracing. In order to understand the load generated on the server and the reasons for saturation, it is important to identify what resources are exhausted first. This allows the test administrator to determine how to plan for capacity increases or identify where costs can be reduced by focusing only on hardware or network resources that are needed to handle the anticipated load. FSCT can be configured to collect performance data including throughput, latency, network capacity, and operating system performance counters on any combination of server and client computers. It can also be configured to collect Event Tracing for Windows (ETW) trace data useful for troubleshooting and identifying hardware or software limitations that contribute to the overall capacity score.

Detailed error reporting allows the test administrator to identify possible configuration errors that would otherwise produce non-valid test results.


Multiple iterations in a single run. You can specify the minimum and maximum number of users and a step-for-one test. This tells the FSCT to run a number of iterations starting with the minimum number of users, and then adding the steps for the next iteration until it reaches the maximum number of users in the last run. Using this method, you can find the saturation point easily by looking at the overload threshold. For example, if you want to see if a server can handle 3000 users, you can run a test with min_users 2500, max_users 3500, step with 200. If the server shows overload at 3100, you can run a second test with min_user 3000, max_user 3200, step 50.  


For the most stable results, we recommend that you reboot the file server before each test in order to put the server in a more clean state. If you are planning for comparisons on different hardware, you should consider running with the same number of users and the same incremental (step) size in the run command. For the test duration, we recommend a run time of 10 minutes. If the time is too short, the results will have higher variance, and if the run time is too long, the workload may run out of files and start to report errors. 
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Warning 

We highly recommend that you run FSCT only in a test environment. To provide a fully automated process in a Windows test environment, FSCT formats the data volume without prompting you for confirmation. If you use FSCT in a production environment, you risk unintentional data loss. FSCT also passes the test domain adminstrator’s credentials in clear text on the wire. 

FSCT Architecture

Hardware

There are three types of physical computer components in an FSCT test configuration: the controller, the server, and the clients. In the case of an Active Directory environment, you also need a domain controller.

Controller

The controller is used to synchronize test activity and collect test data. 

The controller must be running on a Microsoft Windows operating system. 

Server

The server is responsible for sharing files, and it is the server’s performance that is tested during an FSCT run phase. The test administrator can configure additional performance measurement activities on the Server computer independent of the data collected by FSCT. 

For the HomeFolders workload included with the 1.0 release of FSCT, the server should have 100 MB of disk space available for each individual user in the test. This disk capacity can be spread across multiple physical disks or volumes as long as the clients are configured to use separate volumes (allowing sufficient space for the users running on each client).

The server computer can be running any operating system capable of processing CIFS/SMB file transfer requests. However, on a computer running a non-Microsoft operating system, the creation of directories and file sets and the configuration of user accounts and permissions must be performed from the controller or a client prior to running the test. You must also use a domain setup for non-Windows server testing. For details, see the section titled “Run FSCT with a Non-Windows Server.”

Clients

Multiple client computers are required in order to generate a workload sufficient to saturate the server’s capacity. Clients can simulate one or more users on the same computer. The total number of users should represent the expected load on the server when testing for capacity planning. When testing to identify maximum capacity, more clients might be required since it is important to ensure that the number of users running on a single client computer does not exhaust the available resources of the computer itself, or else the results of the test will not be accurate. For this reason it is especially important to collect and review performance counter data on client computers representing multiple users during the test.

Clients must be running Microsoft Windows.

For planning purposes, as a general rule, you should consider having four client core computers to a single server core. For example, if the server hardware has four processors, the client computers should have 16 processors to drive the load. This is a starting point; for some server hardware, you may need more client computers. 

Networking

There are a number of ways to set up the FSCT network. This section provides illustrations of possible network configurations, as shown in Figures 1-4.
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Network configuration: Basic

The controller establishes a TCP/IP connection with each client and uses this connection to synchronize their activity during the test. Clients use the TCP/IP connection to send error information back to the controller. An optional TCP/IP connection between the controller and the server is used only when tracing (through Event Tracing for Windows or other third-party sources) is enabled on the server: In this scenario, the controller sends information regarding the current phase of the test to the trace wrapper running on the server so that it can start or stop the performance monitoring or tracing application or write the results to a log file.
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Figure 1   Basic network configuration

Network configuration: Segmented 

Each client establishes one SMB connection per user (either SMB 1.0 or 2.0, depending upon the supported versions of SMB present in the test network) with the server. This SMB connection is used to carry out the test routine. In Figure 2, clients are connected on segregated networks to multiple network interface cards (NIC) installed on the server. In an environment where network capacity might be a bottleneck, configuring multiple networks helps ensure that the file server’s resources are adequately tested. When test results show that network resources were saturated first, you can add NICs and further segregate network traffic to alleviate the bottleneck. We recommend a setup of 1GB to support 4,000 users.
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Figure 2   Segmented network configuration

Network configuration: Shared 

Similar to the segmented network configuration, a shared configuration allows you to support more data networks, as shown in Figure 3. This setup allows a more even load on all of the data connections, but it requires more NICs per client. 
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Figure 3   Shared network configuration

Network configuration: NIC Teaming 

Another way to support multiple network configuration is to set up NIC teaming on the server, as shown in Figure 4.  
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Figure 4   NIC teaming network configuration 

Network Card and Switch Configuration 

Ensure that all client, server, controller, and domain controller (if used) network adapter settings are set to have the same link negotiation setting as the switch if the switch is a managed device. 

If the switch ports are set to forced negotiation where the ports are set to 1BG/Full Duplex, ensure that all server network adapters are set to match forced negotiation. If the switch port is set to auto negotiation, which is much more typical, ensure that all network adapters are also set to auto negotiate. This can help prevent speed and duplex setting mismatches, which can result in dropped packets during testing, and therefore skew the result data. 

Installing FSCT

Operating System requirements

The client computers and the controller must be running a supported version of Microsoft Windows.

The server does not require Microsoft Windows. However, if it is running an operating system other than Microsoft Windows, some of the administrative tasks such as creation of shares and proper configuration of user permissions must be completed manually during the preparation phase.

Configuration information

The configuration of an FSCT test can be provided at the command line, via an XML configuration file, or as a combination of command line parameters and a configuration file. Options defined at the command line have a higher priority than options defined in the configuration file, making it possible to test the results of a change in test configuration without making permanent changes to the configuration file. You can use the config_sample.xml and config.xsd files as examples for how to create the configuration file.

See Appendix A for a list of command line parameters to use with FSCT.

Minimum Configuration

In order to properly run FSCT, you will need at least three computers:


1 Server (test subject, any operating system supporting CIFS, SMB or SMB2)


1 Client (computer running a supported version of Microsoft Windows)


1 Controller (computer running a supported version of Microsoft Windows)

Sample Configuration

In a more typical FSCT configuration, you will use many clients in order to generate a more realistic workload for a server. You will also typically spread those clients across multiple network connections. Here is a sample configuration providing more details on a specific server, client, and controller configuration:


1 Server


2 Cores


6 volumes on 12 spindles


4 NICs (GbE) for Client traffic + 1 NIC for controller traffic


8 Clients


1 Core


Multiple, server-class clients to stress a more capable server


1 NIC for Controller traffic + 1 NIC for Server traffic


1 Controller


1 Network dedicated for controller traffic to clients and server


1 Domain controller
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Note 

As a rule of thumb for FSCT test configuration, consider starting with a client cores to server cores ratio of 4:1.

Maximum Tested Configuration

Our test team has tested FSCT in a lab with larger configurations. Here are the largest configurations our test team has used:


1 Server


16 Cores, 32GB RAM


100+ spindles on a disk array


4 NICs for Client traffic + 1 NIC for controller traffic


120 Clients


1 Controller
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Note 

FSCT has no built-in limits in terms of the maximum server configuration or for the largest number of clients you can use.

Workloads

Test configuration is based on a workload, which is a set of well-defined scenarios and file sets. FSCT 1.0 includes a single workload, HomeFolders, which simulates a standard user’s workload based on Microsoft Office, Windows Explorer, and command-line usage when the file server is the location of the user’s home directory.

A workload consists of at least three files, which are stored on the Controller in the <FSCT_root>\workloads\<workload name> directory:


Profile.cfg - Contains configuration details for the scenarios that will be run during the test, commands defining warm-up routines, commands defining how the cache will be used during the test, and a list of files that will be used during each scenario. The Profile.cfg file is an XML file that can be viewed or edited using any standard text editor. A copy of the Profile.cfg file for the HomeFolders workload is included in Appendix B.


Perf.txt - Contains the names of performance counters to be collected and the interval at which they will be collected on the Server and on all Clients. This file can be edited to add or remove performance counters collected.


Fileset.xml - Contains details about the files, destination path, and source path that will be created on the server for use by clients during the test. This directory may contain additional files that represent subsets of the file set. They are used if a scenario DLL should use only part of the file set.

The workload definition is provided in the form of XML files that include the parameters required for each scenario, such as the frequency in which they should occur and the file set used. The actual code simulating a scenario is provided in the form of DLL files, which are listed in Appendix C.

The FSCT architecture allows for the creation of custom workloads and scenarios, as well as modifying existing workloads.

Firewall Configuration

The following ports are required for firewall configuration:


Server and Controller: Ports 139 and 445 required for SMB requests from Clients


Clients: Ports 5000 and 5001 required for job requests from Controller (only for the Client network interface connected to the Controller) 

Optionally, include performance counters in the test results for both the Server (only if running Windows) and Clients, by making the following configurations to the server, client, and controller:


Enable remote registry service.


Enable file and printer sharing in the firewall.

You can verify the proper configuration for gathering performance counters with FSCT by running the built-in Windows Performance Monitoring tool (PERFMON) on the Controller to remotely monitor the Server and Client.

Applications

FSCT consists of a single executable file and several Dynamic Link Library (DLL) files, each of which defines the operations that make up a single scenario. FSCT.exe is used to carry out all aspects of the test routine.

Results

Following a complete FSCT test, results are located in the Controller’s results directory and consist of the following files:


FSCT_data.txt: A text-format summary of the test results


FSCT_summary.xml: An XML-format summary of the test results


FSCT_PerfCounters_<number of users>.txt: A tab-delimited file containing performance counter values


FSCT_filtinstance_beforetest.txt: A list of file system filters loaded before the iteration


FSCT_filtinstance_aftertest.txt: A list of file system filters loaded after the iteration


Details.xml: A detailed test results file

If tracing is enabled for the server, the results directory will also contain subdirectories for each iteration of the test following the naming convention FSCTTrace_<number of users>. If tracing is enabled for the client computers, additional trace results files will be stored in the results directory following the naming convention FSCTTrace_<client name>_<number of users>.

Sample results files from an FSCT test run using the options specified in the step-by-step instructions in this document are included in Appendix D.

Step-by-Step Guide to Running FSCT

These step-by-step procedures for running FSCT on a test network use a subset of the command-line parameters available in FSCT. See Appendix A for a complete command reference.

Run FSCT with Active Directory

This section describes a sample test run of FSCT with Active Directory.
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Hardware Specifications


Active Directory Infrastructure (at least 1 domain controller)


1 server computer running Windows Server 2008 R2 with sufficient disk space on one or more volumes designated for use in the test.  
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Note 

These volumes will be formatted. 


1 controller computer running Windows Server 2008 R2 with 1GB of available disk space


1 or more client computers running Windows 7 client with 1GB of available disk space

Software Installation

To install the FSCT.exe application on each of the computers used during the test, expand the ZIP file included with the beta into a folder called c:\FSCT. The archive contains the correct directory structure and files needed to run the test.

You will have two ZIP files available, one with the 32-bit version (x86) and one with the 64-bit version (x64) of FSCT. You should use the version that matches the architecture of the Windows operating system you are using (to verify, use the systeminfo.exe command-line tool, and look for the System Type information).

Preparing the server, controller, domain controller, and clients

The preparation phase ensures that the necessary files, directories, and users are present in the test network. The following diagram provides an overview of the steps.
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See the FSCT Command Reference for details about how to specify the required parameters for these commands.
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To prepare the server, controller, domain controller, and clients

	1.
fsct prepare dc
To prepare the domain controller, run the following command from an elevated command prompt on the domain controller in the C:\FSCT folder:

fsct prepare dc /users <number of users> /clients <client1,client2,...> /password <password>
2.
fsct prepare server
To prepare the server, run the following command from an elevated command prompt on the server in the C:\FSCT folder:

fsct prepare server /clients <client1,client2,...> /password <password> /users <number of users> /domain <domain name> /volumes <volume1,volume2,...> /workload <workload name> 
3.
fsct prepare controller
To prepare the controller, run the following command from an elevated command prompt on the controller in the C:\FSCT folder:

fsct prepare controller
4.
fsct prepare client
To prepare the clients, run the following command from an elevated command prompt on each individual client computer in the C:\FSCT folder:

fsct prepare client /server <server name> /password <password> /users <number of users> /domain <domain name> /server_ip <server IP address>
It is necessary to specify the server’s IP address because the server can (and should, for accurate test results) contain more than one NIC. In this sample test, the clients should be distributed equally among multiple NICs.


Running the Test

During the run phase, the specified activities and iterations of the run phase are carried out.
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To run the test

	1.
fsct run client
Run the following command from an elevated command prompt on each client computer in the directory where the FSCT application file is installed:

fsct run client /controller <controller name> /server <server name> /password <password> /domain <domain name> 
2.
fsct run controller
Run the following command from an elevated command prompt on the controller computer in the directory where the FSCT application file is installed:

fsct run controller /server <server name> /password <password> /volumes <volume1,volume2,...> /clients <client1,client2,...> /min_users <minusers> /max_users <maxusers> /step <usersstep> /duration <duration> /workload <workload name>
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Note 

We recommend a duration time of 10 minutes. 


Cleanup Phase

Following the test, the cleanup process deletes users, files, and directories from the server, controller, and client computers.

Cleanup is required when:


all tests are finished;


configuration changes have been made to the server, controller, clients, volumes, or users; or the test failed or aborted during a test run.

If you are changing configurations (for example, increasing the number of users) or changing servers, you should complete the cleanup process. 
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To run the cleanup process

	1.
fsct cleanup server
Run the following command from an elevated command prompt on the server computer in the directory where the FSCT application file is installed:

fsct cleanup server /clients <client1,client2,...> /users <number of users> /volumes <volume1,volume2,...> /domain <domain name>
2.
fsct cleanup controller
Run the following command from an elevated command prompt on the controller computer in the directory where the FSCT application file is installed:

fsct cleanup controller /backup <backup directory>
3.
fsct cleanup client
Run the following command from an elevated command prompt on each client computer in the directory where the FSCT application file is installed:

fsct cleanup client /users <number of users> /domain <domain name>


Running FSCT in Windows Workgroup 

This section describes a sample test run of FSCT with steps that you can repeat on a small (4-computer) test network yourself. 

Sample results files from this FSCT test run are included in Appendix D. See Reviewing FSCT Test Results for an explanation of the results files. 
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Hardware Specifications 


1 server computer running Windows Server 2008 R2 with sufficient disk space on one or more volumes designated for use in the test (these volumes will be formatted) 


1 controller computer running Windows Server 2008 with 1GB of available disk space 


1 or more client computers running Windows 7 with 1GB of available disk space 

Software Installation 

To install the FSCT.exe application on each of the computers used during the test, expand the ZIP file included with the beta into a folder called C:\FSCT. The archive contains the correct directory structure and files needed to run the test. 

You will have two ZIP files available, one with the 32-bit version (x86) and one with the 64-bit version (x64) of FSCT. You should use the version that matches the architecture of the Windows operating system you are using (to verify, use the systeminfo.exe command-line tool, and look for the System Type information). 

Preparing the server, controller, and clients 

The preparation phase ensures that the necessary files, directories, and users are present in the test network. The following diagram provides an overview of the steps. 

[image: image20.png]Initalize
Volumes

8%@

(OO SRY |

Create
Users





See the FSCT Command Reference for details about how to specify the required parameters for these commands. 

[image: image21.png]


To prepare the server, controller, and clients 

	1.
fsct prepare server 

To prepare the server, run the following command from an elevated command prompt on the server in the C:\FSCT folder: 

fsct prepare server /clients <client1,client2,...> /password <password> /users <number of users> /volumes <volume1,volume2,...> /workload <workload name> 

2.
fsct prepare controller 

To prepare the controller, run the following command from an elevated command prompt on the controller in the C:\FSCT folder: 

fsct prepare controller 

3.
fsct prepare client 

To prepare the clients, run the following command from an elevated command prompt on each individual client computer in the C:\FSCT folder: 

fsct prepare client /server <server name> /password <password> /users <number of users> /server_ip <server IP address> /workload <workload name> 

It is necessary to specify the server’s IP address because the server can (and should, for accurate test results) contain more than one NIC. In this sample test, the clients should be distributed equally among multiple NICs. 


Running the Test 

During the run phase, the specified activities and iterations of the run phase are carried out. 
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To run the test 

	1.
fsct run client 

Run the following command from an elevated command prompt on each client computer in the directory where the FSCT application file is installed: 

fsct run client /controller <controller name> /server <server name> /password <password> 

2.
fsct run controller 

Run the following command from an elevated command prompt on the controller computer in the directory where the FSCT application file is installed: 

fsct run controller /server <server name> /password <server password> /volumes <volume1,volume2,...> /clients <client1,client2,...> /min_users <minusers> /max_users <maxusers> /step <usersstep> /duration <duration> /workload <workload name> 
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Note 

We recommend a duration time of 10 minutes. 


Cleanup Phase 

Following the test, the cleanup process deletes users, files, and directories from the server, controller, and client computers as illustrated below. 

Cleanup is required when: 


all tests are finished; 


configuration changes have been made to the server, controller, clients, volumes, or users; or 


the test failed or aborted during a test run. 
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To run the cleanup process 

	1.
fsct cleanup server 

Run the following command from an elevated command prompt on the server computer in the directory where the FSCT application file is installed: 

fsct cleanup server /clients <client1,client2,... > /users <number of users> /volumes <volume1,volume2,...> 

2.
fsct cleanup controller 

Run the following command from an elevated command prompt on the controller computer in the directory where the FSCT application file is installed: 

fsct cleanup controller /backup <backup directory> 

3.
fsct cleanup client 

Run the following command from an elevated command prompt on each client computer in the directory where the FSCT application file is installed: 

fsct cleanup client /users <number of users> 


Run FSCT with a Non-Windows Server

This section describes a sample test run of FSCT with a non-Windows Server.
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Note 

There is not an easy way to run an FSCT test in a workgroup with a non-Windows server. 

Hardware Specifications


Active Directory Infrastructure (at least 1 domain controller)


1 server computer with an operating system that implements CIFS, SMB, or SMB2 protocols with 160GB of available disk space on one or more volumes designated for use in the test


1 controller computer running Windows Server 2008 R2 with 1GB of available disk space


1 or more client computers running Windows 7 with 1GB of available disk space

Software Installation

To install the FSCT.exe application on each of the computers used during the test, expand the ZIP file included with the beta into a folder called c:\FSCT. The archive contains the correct directory structure and files needed to run the test.

You will have two ZIP files available, one with the 32-bit version (x86) and one with the 64-bit version (x64) of FSCT. You should use the version that matches the architecture of the Windows operating system you are using (to verify, use the systeminfo.exe command-line tool, and look for the System Type information).

Preparing the server, controller, domain controller, and clients

The preparation phase ensures that the necessary files, directories, and users are present in the test network. The following diagram provides an overview of the steps.
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See the FSCT Command Reference for details about how to specify the required parameters for these commands.
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To prepare the server, controller, domain controller, and clients

	1.
fsct prepare dc
To prepare the domain controller, run the following command from an elevated command prompt on the domain controller in the C:\FSCT folder:

fsct prepare dc /users <number of users> /clients <client1,client2,...>
2.
fsct prepare controller
To prepare the controller, run the following command from an elevated command prompt on the controller in the C:\FSCT folder:

fsct prepare controller
3.
fsct prepare server
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Notes 

Since the server is non-Windows, you need to first create shares so that FSCT clients can connect to it. The shares you create are passed to the following command after the /volume parameter. The shares must meet the following criteria: 

For each volume to be tested, create one share per volume. 

The share name must be prefixed by fsroot. and followed by a number. For example, if you need to test two volumes, you would create two shares with the names \\svrname\fsroot1 and \\svrname\fsroot2. 

When you pass the share names in the following command, make sure that the share names follow the order of /volumes \\svrname\fsroot1, \\svrname\fsroot2. If you switch the order, FSCT returns an error. 

To prepare the server, run the following command from an elevated command prompt on the controller in the C:\FSCT folder:

fsct prepare server /clients <client1,client2,...> /password <password> /users <number of users> /domain <domain name> /volumes \\<server name>\<share> /workload <workload name> /create_only_fileset
4.
fsct prepare client
To prepare the clients, run the following command from an elevated command prompt on each individual client computer in the C:\FSCT folder:

fsct prepare client /server <server name> /password <password> /users <number of users> /domain <domain name> /server_ip <server IP address>
It is necessary to specify the server’s IP address because the server can (and should, for accurate test results) contain more than one NIC. In this sample test, the clients should be distributed equally among multiple NICs.


Running the Test

During the run phase, the specified activities and iterations are carried out.
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To run the test

	1.
fsct run client
Run the following command from an elevated command prompt on each client computer in the directory where the FSCT application file is installed:

fsct run client /controller <controller name> /server <server name> /password <password> 
2.
fsct run controller
Run the following command from an elevated command prompt on the controller computer in the directory where the FSCT application file is installed:

fsct run controller /server <server name> /password <server password> /volumes \\<server name>\<share> /clients <client1,client2,...> /min_users <minusers> /max_users <maxusers> /step <usersstep> /duration <duration> /workload <workload name>
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Note 

We recommend a duration time of 10 minutes. 


Cleanup Phase

Following the test, the cleanup process deletes users, files, and directories from the controller and client computers.   

Cleanup is required when:


all tests are finished;


configuration changes have been made to the server, controller, clients, volumes, or users; or  the test failed or aborted during a test run.
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To run the cleanup process

	1.
fsct cleanup controller
Run the following command from an elevated command prompt on the controller computer in the directory where the FSCT application file is installed:

fsct cleanup controller /backup <backup directory>
2.
fsct cleanup client
Run the following command from an elevated command prompt on each client computer in the directory where the FSCT application file is installed:

fsct cleanup client /users <number of users>


Run FSCT against a singleton Windows cluster

Windows file servers leverage upon Microsoft clustering technology in order to achieve high availability(HA). To do so, clients connect to a virtual HA instance, which can run on any machine (node) within a cluster. Given the restriction of share path in the v1.0 release, it is not possible to run FSCT against a virtual file server HA instance. In the v1.2 release, a few parameters were added to enable this scenario. This section describes a sample test run of FSCT against a singleton Windows cluster. 
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Note 

This is a mechanism to study the behavior of cluster operations (like failover) under information worker loads. 

Hardware Specifications


Active Directory Infrastructure (at least 1 domain controller)


1 singleton cluster setup on server computers with a windows server operating system that implements CIFS, SMB, or SMB2 protocols with 160GB of available disk space on one or more volumes designated for use in the test


1 computer with a DFSN server setup


1 controller computer running Windows Server 2008 R2 with 1GB of available disk space


1 or more client computers running Windows 7 with 1GB of available disk space

Software Installation

To install the FSCT.exe application on each of the computers used during the test, expand the ZIP file included with the beta into a folder called c:\FSCT. The archive contains the correct directory structure and files needed to run the test.

You will have two ZIP files available, one with the 32-bit version (x86) and one with the 64-bit version (x64) of FSCT. You should use the version that matches the architecture of the Windows operating system you are using (to verify, use the systeminfo.exe command-line tool, and look for the System Type information).

Preparing the server, controller, domain controller, and clients

The preparation phase ensures that the necessary files, directories, and users are present in the test network. The following diagram provides an overview of the steps.
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[image: image36.png]


To prepare the server, controller, domain controller, and clients

	1.
fsct prepare dc
To prepare the domain controller, run the following command from an elevated command prompt on the domain controller in the C:\FSCT folder:

fsct prepare dc /users <number of users> /clients <client1,client2,...>
2.
fsct prepare controller
To prepare the controller, run the following command from an elevated command prompt on the controller in the C:\FSCT folder:

fsct prepare controller
3.
fsct prepare server
In a cluster configuration, there will be two or more machines participating in a cluster. You only need to run the prepare server command from one machine. This machine must own all the resource groups. You can open the Windows Failover Cluster manager on one machine, and select the resource group (or virtual HA File Server Instance), and move them to one node. Execute the “prepare server” command from the owner node and make sure all volumes are accessible locally either through drive letter or mount points.
To prepare the server, run the following command from an elevated command prompt on the server in the C:\FSCT folder: 
fsct prepare server /clients <client1,client2,…> /password <password> /users <number of users> /volumes <volume1,volume2> /workload HomeFolders /disable_format /verbose debug /create_only_fileset /domain <domain name>
4.
Setup dfsn links

Because FSCT uses server aliasing, it needs a single namespace for all the users to connect. If you have more than one file server HA instances, it will be hard to distribute the users across all the file server instances (resource groups). To work around this, DFSN is introduced to ensure a single namespace.

Install dfsn and create a root.

1. md <volume>:\<folder>
2. net share <sharename>=<volume>:\<folder> /grant:everyone,full 

3. dfsutil root addstd \\<dfsn server name>\<folder> "<folder>" 

4. dfsutil link add \\<dfsn server name>\<folder>\<volume-n> \\<netname>\<share>\<volume-n folder>
5.   fsct prepare client
To prepare the clients, run the following command from an elevated command prompt on each individual client computer in the C:\FSCT folder:

fsct prepare client /server <dfsn server name> /password <password> /users <number of users> /domain <domain name> /server_ip <dfsn server IP address>
It is necessary to specify the server’s IP address because the server can (and should, for accurate test results) contain more than one NIC. In this sample test, the clients should be distributed equally among multiple NICs.

	


Running the Test

During the run phase, the specified activities and iterations are carried out.
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To run the test

	1.
fsct run client
Run the following command from an elevated command prompt on each client computer in the directory where the FSCT application file is installed:

fsct run client /controller <controller name> /server <dfsn server name> /password <password> /custom_shares <folder>\<volume-1>,<folder>\<volume-2>,… /domain test
2.
fsct run controller
Run the following command from an elevated command prompt on the controller computer in the directory where the FSCT application file is installed:

fsct run controller /server <dfsn server name> /password <server password> /volumes \\<server name>\<share> /clients <client1,client2,...> /min_users <minusers> /max_users <maxusers> /step <usersstep> /duration <duration> /workload <workload name>
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Note 

We recommend a duration time of 10 minutes. Check with perfmon on the resource owner cluster node that counters are moving (eg server sessions, connections etc.)




Cleanup Phase

Following the test, the cleanup process deletes users, files, and directories from the controller and client computers.   

Cleanup is required when:


all tests are finished;


configuration changes have been made to the server, controller, clients, volumes, or users; or  the test failed or aborted during a test run.
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To run the cleanup process

	1.
fsct cleanup controller
Run the following command from an elevated command prompt on the controller computer in the directory where the FSCT application file is installed:

fsct cleanup controller /backup <backup directory>
2.
fsct cleanup client
Run the following command from an elevated command prompt on each client computer in the directory where the FSCT application file is installed:

fsct cleanup client /users <number of users>


Reviewing FSCT Test Results

Following the FSCT test, the results will be stored on the controller computer. 

Appendix D includes a Sample FSCT Data Results File that was generated. The Results section of the file (reproduced below) shows an overload and errors at 11000 users, indicating that the maximum number of users is somewhere between 10000 and 11000, with a maximum throughput of around 917 scenarios per second.

*** Results

Users  Overload  Throughput  Errors  Errors [%]  Duration [ms]

8000         0%         733       0          0%         181194

9000         0%         824       0          0%         181334

10000        0%         917       0          0%         180945

11000       19%         848      20          0%         203830

12000      200%         383      32          0%         216528

*** Test's information

FSCT version: 1.0

Workload: HomeFolders

Time: 2009/08/17 13:36
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Note 

Additional performance data is included in the complete sample file in Appendix D.

These results can be narrowed by running the test again within the reported user range, using a smaller step value, such as using min_users at 10000, max_users at 11000, and step size at 100. Also, since fsct is reflected off a dfsn server, the perf counter capture does not take place on the cluster nodes and this can be done with perfmon.
Frequently Asked Questions about FSCT

FSCT terminates the test unexpectedly when the server reaches high overloads. Errors include “Unknown winsock error” or “the virtual circuit being reset by the remote side.”

	Those errors are caused by network timeouts which can happen when a server is highly overloaded and doesn’t respond in time. The most common bottlenecks are: CPU, disk and network. Check performance counters to determine which bottleneck is causing the overload. The results file contains performance counters for CPU and disk. You can also add additional performance counters (such as average disk queue length) to the workloads\homefolders\perf.txt file. The easiest way to check the network utilization is to either add a performance counter for it or to look at task manager during a run. If the network utilization is higher than 70-80%, consider adding more network adapters to the server. Increasing the timeout using the /timeout parameter can also help alleviate the issue.




FSCT reports errors in the results\FSCT_data.txt file, but there is no further error information.

	Detailed error information is provided in the results\details.xml file. Look for the <Error> tags.




The fsct run controller command reports that “There were errors during running xyz.dll scenario,” but there are is no further error information.

	Detailed error information is provided in the results\details.xml file. Look for the <Error> tags.




FSCT reports errors in details.xml saying that “167 Target file (NNN) must not pre-exist.”

	The file set is inconsistent, probably due to errors or interruptions in previous iterations. Run the fsct server cleanup command and then run the fsct server prepare command again.




The fsct run client command reports “Error connecting to a file share. Unknown error (53) occurred.”

	Verify that the server is running, the fsct prepare server command was completed, and the fsct prepare client /server_ip option is correct. You may also verify that there is a number of fsrootn where n is the volume number (e.g., fsroot1, fsroot2, and fsroot3 if three volumes were used) of file shares on the server and that they are accessible from the clients.




The fsct run controller command reports that “The test was too short and some scenarios weren't executed.”

	Each scenario executes with a specific frequency (such as 20 runs per hour per user). If a scenario’s frequency is smaller than the total duration of the test, it is possible that the scenario won’t be executed by some users at all. For best results, specify a value for the /duration parameter within the 600-900 range.




The performance counters for the server or clients in the results\FSCT_data.txt shows only zeros.

	Controller could not collect performance information from the client or the server. This could be due to firewall or remote registry configuration. The RemoteRegistry service is being used to obtain data from performance counters located on remote machines. This service is enabled by default on server editions of Microsoft Windows but is disabled by default on client editions. Make sure the service is running on the machine that doesn’t report performance counters correctly. Use performance monitor (perfmon.exe) on the controller to confirm you can add remote counters from that machine.




FSCT reports no network performance counters in the results\FSCT_data.txt file.

	No network performance counters are included by default. Include required performance counters in the perf.txt file and run the tests again.




FSCT reports increasing number of errors after hitting overload.

	Once a significant overload (>5%) is hit, errors are likely to increase because the server cannot keep up with the generated load and some operations are timing out.




Re-running FSCT with the same parameters on the same configuration yields different throughput and overload numbers. For example, results of a run from 100 to 500 users with a step of 100 (i.e., 100; 200; 300; 400; and 500 users) might differ from  a run from 200 to 300 users with a step of 100.

	To achieve repeatable results, you must reformat the data volumes, recreate the file set, restart all of the computers (server, controller, and clients), and run a single iteration per run. This relates to the effects of caching, file system structures updates, existing session configuration, TCP/IP optimizations, etc. Because the HomeFolders workload creates and deletes a number of files, the on-disk layout will be different for the first iteration and for the subsequent ones. Cache manager, networking stack and other components will also try to tune their behavior to the observed workload. You can run multiple iterations to investigate the maximum number for a configuration, but you should redo the testing as indicated to get a repeatable and reportable result.




The fsct prepare server command reports “Error stopping service: the service has not been started.” 

	This error message, which may appear immediately following the message “Stopping service Browser,” can be safely ignored.  




The fsct prepare server command reports “Error stopping service: the service cannot be stopped because other running services are dependent on it.” 

	This error message may appear immediately following the message “Stopping service LanmanServer.” Verify the dependencies of the LanmanServer service as described at http://technet.microsoft.com/en-us/library/cc785947.aspx and stop any services that depend on LanmanServer (except for the Computer Browser service) before running FSCT.  




Server file access failed 53 

	A separate TCP connection is required for each user (the redirector checks the server name and will collapse multiple connections into one if it can). FSCT edits the host’s file (%windir%\system32\drivers\etc\hosts), and then adds a separate entry for each user. You must run “fsct cleanup” before you run “fsct prepare clients”. If not, the host file may not contain all of the correct information, and subsequent runs are likely to fail with server access errors.  




Can I use the same password for all computers (client, domain controller, server, controller)? 

	Yes, it is recommended that you use the same password for all of the computers. FSCT does not make clear distinctions between client passwords and server passwords. 




The FSCT test failed in the middle of the test run. How can I prepare the file sets? 

	You can prepare the file sets by using the /restore_only_fileset command. This command checks for existing file sets and recreates those that are missing or invalid. It also removes the files that should not be present. However, if you change the number of users, or change the volume configuration, you should not use this option. In this case, you need to run cleanup, and then prepare to set up the new configuration.  




How can I execute the commands in a script where I can specify all of the switches once? 

	You can still use it to specify a path to an xml configuration file with all of the information needed by FSCT. You still have to run fsct prepare server /config myconfig.xml, fsct prepare client /config myconfig.xml, and so forth, but you do not have to specify all the parameters each time. Also, the values that are specified on the command line have higher priority than values in the configuration file. For example, if you type the command fsct prepare server /config myconfig.xml /verbose debug, the verbosity level is set to debug regardless of what you had in myconfig.xml. There are sample xml and xsd files in the package which you can use as an example. 




Appendix A: FSCT Command Reference

Testing with FSCT is performed from the command line. Most configuration options can be specified in an XML file whose structure is documented in the config file.  Because parameters specified at the command line have a higher priority than parameters specified in the configuration file, you can override any settings in the XML configuration file at the time of testing by specifying alternate values.

Syntax

You can use the fsct command at a command prompt to perform prepare, run, and cleanup actions on the clients, controller, server, and domain controller in your test environment.

fsct prepare [client|controller|server|dc] <parameters>

fsct run [client|controller|server] <parameters>

fsct cleanup [client|controller|server|dc] <parameters>

FSCT Commands

This reference details the required and optional parameters available for the fsct prepare, fsct run, and fsct cleanup commands.

fsct prepare client

	Required parameter
	Description

	server <name>
	Specify the name of the file server used during testing.

	server_ip <IP address>
	Specify the IP address of the file server to be used by the client computer. Each client computer can connect to the server using a different IP address. If a client has multiple network connections to the server (for example, two separate GbE links), specify a list of the server’s IP addresses that should be used by the client.

	users <n>
	Specify the number of users per client computer.

	password <value>
	Specify the password to be assigned to new users as they are created.

	workload <workload name>
	Specify the name of a workload that will be used during the test. Not all workloads have a file set for the client component.


	Optional parameter
	Description

	config <file name>
	Specify the path and file name of an XML file that contains configuration options. Most of the configuration options can be specified in an XML file. This option allows passing a path to a configuration file to FSCT. The values that you specify as command-line parameters are considered higher priority than the values you specified in a configuration file. You can overwrite any value read from a configuration file by specifying a command line option. You can review the config_sample.xml file (included in the FSCT download package) for an example.

	name <computer name>
	Specify a name for the client computer. If this parameter is not used, the computer name (based on the value of %COMPUTERNAME%) will be used instead. The prepare process uses the computer name to create users according to the structure <computer name>u<sequential number>.

	controller <computer name>
	Specify the name of the controller computer. If this parameter is used, each message sent to the screen on the client computer will also be sent to the controller.

	port <n>
	Specify the port on which the controller is listening for connections.

	log <file name>
	Specify the file to which all messages displayed on the client computer will also be written.

	verbose {normal|verbose|debug}
	Specify the amount of information displayed to the user. The default verbosity level is normal. Avoid using the debug level in cases other than FSCT troubleshooting, as it generates a significant amount of additional network traffic and CPU utilization on the client computers.

	remove_existing_users
	Use this parameter to remove any user account that already exists if a conflict is discovered during the user creation process.

	traces <path>
	Specify the path to a directory where the results of tracing will be stored. This directory will be removed during the cleanup phase. This parameter is only necessary if tracing is enabled.

	domain <domain name>
	Specify an Active Directory domain for authentication instead of creating local user accounts. If this parameter is used, user accounts that conform to the <client computer name>u<sequential number> format must be created on the domain controller prior to running the test (use the fsct prepare dc command or create the accounts manually).

	users_working_dir <path>
	Specify the path to the users’ working directory. If this parameter is not used, the default is <FSCT working directory>\users.

	format_users_working_drive
	Use this parameter to format the drive that contains users’ working directories. If this directory also contains the FSCT working directory, formatting will not occur.

	timestamps
	Use this parameter to add the date and time to each displayed message.


fsct prepare controller

The fsct prepare controller command has no required parameters.

	Optional parameter
	Description

	config <file name>
	Specify the path and file name of an XML file that contains configuration options. Most of the configuration options can be specified in an XML file. This option allows passing a path to a configuration file to FSCT. The values that you specify as command-line parameters are considered higher priority than the values you specified in a configuration file. You can overwrite any value read from a configuration file by specifying a command line option. You can review the config_sample.xml file (included in the FSCT download package) for an example.

	controller <computer name>
	Specify the name of the controller.

	port <port number>
	Specify the port on which the controller is listening for connections.

	share <name>
	Specify the name of the controller’s file share.

	log <file name>
	Use this parameter to append all messages sent to the controller to the specified log file.

	verbose {normal|verbose|debug}
	Specify the amount of information displayed to the user. The default verbosity level is normal. Avoid using the debug level in cases other than FSCT troubleshooting, as it generates a significant amount of additional network traffic and CPU utilization on the client computers.


fsct prepare server

	Required parameter
	Description

	users <n>
	Specify the number of users per client computer.

	password <value>
	Specify the password defined for each user (all users have the same password, defined during client preparation).

	clients <"computer1 computer2 ...">
	Specify the client computers so that the controller can create users for each client and prepare necessary client files. Separate client computer names with either spaces or commas. If you use spaces, you must enclose the list in quotation marks.

	volumes <"X: Y: ...">
	Specify a list of volumes to be formatted during the prepare and cleanup phases. All existing data on the volumes will be destroyed. Separate drive letters, followed by a colon, with either spaces or commas. If you use spaces, you must enclose the list in quotation marks.

	workload <workload name>
	Specify the name of a workload that will be used during the test. Not all workloads have a file set for the client component.


	Optional parameter
	Description

	config <file name>
	Specify the path and file name of an XML file that contains configuration options. Most of the configuration options can be specified in an XML file. This option allows passing a path to a configuration file to FSCT. The values that you specify as command-line parameters are considered higher priority than the values you specified in a configuration file. You can overwrite any value read from a configuration file by specifying a command line option. You can review the config_sample.xml file (included in the FSCT download package) for an example.

	controller <computer name>
	Specify the name of the controller.

	port <port number>
	Specify the port on which the controller is listening for connections.

	traces <path>
	Specify the path to a directory where the results of tracing will be stored. Use this parameter to clear the contents of the specified directory during the prepare phase.

	log <file name>
	Use this parameter to append all messages displayed on the screen to the specified log file.

	verbose {normal|verbose|debug}
	Specify the amount of information displayed to the user. The default verbosity level is normal. Avoid using the debug level in cases other than FSCT troubleshooting, as it generates a significant amount of additional network traffic and CPU utilization on the client computers.

	use_shared_dir
	Use this parameter to create one directory per volume instead of creating one directory per user. This setting is typically used in configurations that test the performance of download-only servers.

	remove_existing_users
	Use this parameter to remove any user account that already exists if a conflict is discovered during the user creation process.

	disable_format
	Use this parameter to skip formatting the volumes.
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Note 

If you use /disable_format in fsct prepare server, you should also use that switch in fsct cleanup server.

	ignore_errors
	Use this parameter to continue the preparation process even if errors are encountered.

	domain <domain name>
	Specify an Active Directory domain for authentication instead of creating local user accounts. If this parameter is used, user accounts that conform to the <client computer name>u<sequential number> format must be created using the fsct prepare dc command or manually on the domain controller prior to running the test.

	timestamps
	Use this parameter to add the date and time to each displayed message.

	file_shares <share name=path; share name=path; ...>
	Specify a list of file shares to be created on the server besides the default ones (fsroot1, fsroot2, fsroot3, ...), including the name of the share and the path to the shared directory.

	dont_change_strict_name_checking
	Use this parameter to prevent disabling strict name checking.

	create_only_fileset
	Create only the fileset; skip the rest of the prepare phase.

	use_generic_permissions
	Do not change the ownership of users’ folders. If this parameter is not used, each user will be the owner of its folders (default).

	Allocation_size 
	Allow user to specify the cluster allocation size on the volume during format. 

	Restore_only_fileset 
	Check to see which files are missing from the set, and then create them. This option can be used if a test failed in the middle of a test run, or if the process of restoring file sets did not run.  Restoring only the file set speeds up this process. Do not use this option if you have changed the test configuration on the storage, users, and so forth. Also, if the run is successful, you do not need to use this option. 


fsct prepare dc

	Required parameter
	Description

	users <n>
	Specify the number of users per client computer.

	password <value>
	Specify the password defined for each user (all users have the same password, defined during client preparation).

	clients <"computer1 computer2 ...">
	Specify the client computers so that the controller can create users for each client and prepare necessary client files. Separate client computer names with either spaces or commas. If you use spaces, you must enclose the list in quotation marks.


	Optional parameter
	Description

	config <file name>
	Specify the path and file name of an XML file that contains configuration options. Most of the configuration options can be specified in an XML file. This option allows passing a path to a configuration file to FSCT. The values that you specify as command-line parameters are considered higher priority than the values you specified in a configuration file. You can overwrite any value read from a configuration file by specifying a command line option. You can review the config_sample.xml file (included in the FSCT download package) for an example.

	controller <computer name>
	Specify the name of the controller.

	port <port number>
	Specify the port on which the controller is listening for connections.

	log <file name>
	Use this parameter to append all messages displayed on the screen to the specified log file.

	verbose {normal|verbose|debug}
	Specify the amount of information displayed to the user. The default verbosity level is normal. Avoid using the debug level in cases other than FSCT troubleshooting, as it generates a significant amount of additional network traffic and CPU utilization on the client computers.

	timestamps
	Use this parameter to add the date and time to each displayed message.


fsct run client

	Required parameter
	Description

	controller <computer name>
	Specify the name of the controller. Clients must connect to the controller for synchronization purposes.

	server <name>
	Specify the name of the file server used during testing.

	password <password>
	Specify the password defined for each user (all users have the same password, defined during client preparation).


	Optional parameter
	Description

	config <file name>
	Specify the path and file name of an XML file that contains configuration options. Most of the configuration options can be specified in an XML file. This option allows passing a path to a configuration file to FSCT. The values that you specify as command-line parameters are considered higher priority than the values you specified in a configuration file. You can overwrite any value read from a configuration file by specifying a command line option. You can review the config_sample.xml file (included in the FSCT download package) for an example.

	name <computer name>
	Specify a name for the client computer. If this parameter is not used, the computer name (based on the value of %COMPUTERNAME%) will be used instead. The prepare process uses the computer name to create users according to the structure <computer name>u<sequential number>.

	port <port number>
	Specify the port on which the controller is listening for connections.

	ctrl_share <share name>
	Specify the name of the controller’s file share where profiles and lists of files are located.

	timeout <n>
	Specify the number of minutes to wait before terminating a communication operation. Default value is 10 minutes.

	log <file name>
	Use this parameter to append all messages displayed on the screen to the specified log file.

	verbose {normal|verbose|debug}
	Specify the amount of information displayed to the user. The default verbosity level is normal. Avoid using the debug level in cases other than FSCT troubleshooting, as it generates a significant amount of additional network traffic and CPU utilization on the client computers.

	impersonate_user <username>
	Specify the name of a user to impersonate. This is typically used if FSCT is started using WMI, because WMI will strip the credentials of the user who initiated the command.

	impersonate_password <password>
	Specify the password of the impersonated user.

	logon_type <interactive|new_credentials>
	Specify the type of logon used during impersonation. the default value is interactive.

	use_shared_dir
	Use this parameter to create one directory per volume instead of creating one directory per user. This setting is typically used in configurations that test the performance of download-only servers.

	traces <path>
	Specify the path to a directory where the results of tracing will be stored. Use this parameter to clear the contents of the specified directory during the prepare phase.

	trace_config <file name>
	Specify the full path and file name of an XML file containing tracing commands.

	enable_tracing
	Use this parameter to enable tracing.

	domain <domain name>
	Specify an Active Directory domain for authentication instead of creating local user accounts. If this parameter is used, user accounts that conform to the <client computer name>u<sequential number> format must be created using the fsct prepare dc command or manually on the domain controller prior to running the test.

	users_working_dir <path>
	Specify the path to the users’ working directory. If this parameter is not used, the default is <FSCT working directory>\users.

	timestamps
	Use this parameter to add the date and time to each displayed message.


fsct run controller

	Required parameter
	Description

	server <name>
	Specify the name of the file server used during testing.

	step <n>
	Specify the step size (use steps instead of adaptive iterations). This value is how many users the test will increase by with each iteration between the values for min_users and max_users.

For example, if you want to simulate 100 to 500 users, in step 200, FSCT will run three iterations: First, one with 100 users; second: one with 300 users; and last: one with 500 users. You can then analyze the results to find the overload threshold. Typically, you need to run a few FSCT tests, each with a few iterations. First test to use larger steps to find a approximate, then narrow down with smaller steps in the subsequent tests.

	min_users <n>
	Specify the minimum number of users to be used during the test.

	max_users <n>
	Specify the maximum number of users to be used during the test.

	duration <n>
	Specify the duration, in seconds, of a single iteration of the test. If this value is set to 0 (zero), the test will finish when all high priority scenarios are complete. Also, if this value is set to 0 (zero), the profile configuration file must contain a maximum number of iterations to run, or the test will run indefinitely.

	volumes <"X: Y: ...">
	Specify a list of volumes to be formatted during the prepare and cleanup phases. All existing data on the volumes will be destroyed. Separate drive letters, followed by a colon, with either spaces or commas. If you use spaces, you must enclose the list in quotation marks.

	timeout <n>
	Specify the number of minutes to wait before terminating a communication operation. Default value is 10 minutes.

	clients <"computer1 computer2 ...">
	Specify the client computers so that the controller can create users for each client and prepare necessary client files. Separate client computer names with either spaces or commas. If you use spaces, you must enclose the list in quotation marks.

	workload <workload name>
	Specify the name of a workload that will be used during the test. Not all workloads have a file set for the client component.


	Optional parameter
	Description

	config <file name>
	Specify the path and file name of an XML file that contains configuration options. Most of the configuration options can be specified in an XML file. This option allows passing a path to a configuration file to FSCT. The values that you specify as command-line parameters are considered higher priority than the values you specified in a configuration file. You can overwrite any value read from a configuration file by specifying a command line option. You can review the config_sample.xml file (included in the FSCT download package) for an example.

	controller <computer name>
	Specify the name of the controller.

	port <port number>
	Specify the port on which the controller is listening for connections.

	log <file name>
	Use this parameter to append all messages displayed on the screen to the specified log file.

	verbose {normal|verbose|debug}
	Specify the amount of information displayed to the user. The default verbosity level is normal. Avoid using the debug level in cases other than FSCT troubleshooting, as it generates a significant amount of additional network traffic and CPU utilization on the client computers.

	traces <path>
	Specify the path to a directory where the results of tracing will be stored. Use this parameter to clear the contents of the specified directory during the prepare phase.

	enable_tracing
	Use this parameter to enable tracing.

	password <password>
	Specify the server password to use when connecting to the server via WMI to initiate tracing.

	comp_users <n>
	Specify the number of users used during comparative iteration. (Typically a small number to establish a baseline while the server is not overloaded, and used only when tracing is enabled.

	details <file name>
	Specify a file in which to save detailed test results.

	timestamps
	Use this parameter to add the date and time to each displayed message.


fsct run server
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Note 

This command is optional, and is necessary only if you want to run tracing on the server in addition to the tracing information collected from clients.

	Optional parameter
	Description

	config <file name>
	Specify the path and file name of an XML file that contains configuration options. Most of the configuration options can be specified in an XML file. This option allows passing a path to a configuration file to FSCT. The values that you specify as command-line parameters are considered higher priority than the values you specified in a configuration file. You can overwrite any value read from a configuration file by specifying a command line option. You can review the config_sample.xml file (included in the FSCT download package) for an example.

	controller <computer name>
	Specify the name of the controller.

	port <port number>
	Specify the port on which the controller is listening for connections.

	log <file name>
	Use this parameter to append all messages displayed on the screen to the specified log file.

	verbose {normal|verbose|debug}
	Specify the amount of information displayed to the user. The default verbosity level is normal. Avoid using the debug level in cases other than FSCT troubleshooting, as it generates a significant amount of additional network traffic and CPU utilization on the client computers.

	traces <path>
	Specify the path to a directory where the results of tracing will be stored. Use this parameter to clear the contents of the specified directory during the prepare phase.

	enable_tracing
	Use this parameter to enable tracing.

	timeout <n>
	Specify the number of minutes to wait before terminating a communication operation. The default value is 2 minutes. A higher value might be necessary for the HomeFolders workload.

	timestamps
	Use this parameter to add the date and time to each displayed message.


fsct cleanup client

	Required parameter
	Description

	users <n>
	Specify the number of users per client.


	Optional parameter
	Description

	config <file name>
	Specify the path and file name of an XML file that contains configuration options. Most of the configuration options can be specified in an XML file. This option allows passing a path to a configuration file to FSCT. The values that you specify as command-line parameters are considered higher priority than the values you specified in a configuration file. You can overwrite any value read from a configuration file by specifying a command line option. You can review the config_sample.xml file (included in the FSCT download package) for an example.

	name <computer name>
	Specify a name for the client computer. If this parameter is not used, the computer name (based on the value of %COMPUTERNAME%) will be used instead. The prepare process uses the computer name to create users according to the structure <computer name>u<sequential number>.

	controller <computer name>
	Specify the name of the controller.

	port <port number>
	Specify the port on which the controller is listening for connections.

	log <file name>
	Use this parameter to append all messages displayed on the screen to the specified log file.

	verbose {normal|verbose|debug}
	Specify the amount of information displayed to the user. The default verbosity level is normal. Avoid using the debug level in cases other than FSCT troubleshooting, as it generates a significant amount of additional network traffic and CPU utilization on the client computers.

	traces <path>
	Specify the path to a directory where the results of tracing will be stored. Use this parameter to clear the contents of the specified directory during the prepare phase.

	domain <domain name>
	Specify an Active Directory domain for authentication instead of creating local user accounts. If this parameter is used, user accounts that conform to the <client computer name>u<sequential number> format must be created using the fsct prepare dc command or manually on the domain controller prior to running the test.

	timestamps
	Use this parameter to add the date and time to each displayed message.


fsct cleanup server

	Required parameter
	Description

	users <n>
	Specify the number of users per client.

	clients <"computer1 computer2 ...">
	Specify the client computers so that the controller can create users for each client and prepare necessary client files. Separate client computer names with either spaces or commas. If you use spaces, you must enclose the list in quotation marks.

	volumes <"X: Y: ...">
	Specify a list of volumes to be formatted during the prepare and cleanup phases. All existing data on the volumes will be destroyed. Separate drive letters, followed by a colon, with either spaces or commas. If you use spaces, you must enclose the list in quotation marks.


	Optional parameter
	Description

	config <file name>
	Specify the path and file name of an XML file that contains configuration options. Most of the configuration options can be specified in an XML file. This option allows passing a path to a configuration file to FSCT. The values that you specify as command-line parameters are considered higher priority than the values you specified in a configuration file. You can overwrite any value read from a configuration file by specifying a command line option. You can review the config_sample.xml file (included in the FSCT download package) for an example.

	name <computer name>
	Specify a name for the client computer. If this parameter is not used, the computer name (based on the value of %COMPUTERNAME%) will be used instead. The prepare process uses the computer name to create users according to the structure <computer name>u<sequential number>.

	controller <computer name>
	Specify the name of the controller.

	port <port number>
	Specify the port on which the controller is listening for connections.

	log <file name>
	Use this parameter to append all messages displayed on the screen to the specified log file.

	verbose {normal|verbose|debug}
	Specify the amount of information displayed to the user. The default verbosity level is normal. Avoid using the debug level in cases other than FSCT troubleshooting, as it generates a significant amount of additional network traffic and CPU utilization on the client computers.

	traces <path>
	Specify the path to a directory where the results of tracing will be stored. Use this parameter to clear the contents of the specified directory during the prepare phase.

	domain <domain name>
	Specify an Active Directory domain for authentication instead of creating local user accounts. If this parameter is used, user accounts that conform to the <client computer name>u<sequential number> format must be created using the fsct prepare dc command or manually on the domain controller prior to running the test.

	timestamps
	Use this parameter to add the date and time to each displayed message.

	disable_format
	Use this parameter to skip formatting the volumes.

	file_shares <share name=path; share name=path; ...>
	Specify a list of file shares to be created on the server in addition to the defaults (fsroot1, fsroot2, fsroot3, ...), including the name of the share and the path to the shared directory.

By default, FSCT creates a file share for each volume you pass using the /volumes parameter. The shares are named fsroot1, fsroot2, and so forth. These volumes are formatted during the prepare and cleanup phases. If you do not want them to be formatted, pass the “/dont_format” or “/disable_format” switch. 

The /file_shares parameter can be used if you want to create several custom shares. Custom shares are not passed anywhere, so your scenarios need to know about them. This is useful for testing file copy performance (for example, you could create a share named “source” on the server and then pass it to your scenario using parameters specified in the profile.cfg file.

	dont_change_strict_name_checking
	Use this parameter to prevent disabling strict name checking.

	Allocation_size 
	Size of the NTFS cluster allocation unit (default is 4K). 


fsct cleanup controller

	Required parameter
	Description

	backup <path>
	Specify the path to a backup directory where all results will be copied.


	Optional parameter
	Description

	config <file name>
	Specify the path and file name of an XML file that contains configuration options. Most of the configuration options can be specified in an XML file. This option allows passing a path to a configuration file to FSCT. The values that you specify as command-line parameters are considered higher priority than the values you specified in a configuration file. You can overwrite any value read from a configuration file by specifying a command line option. You can review the config_sample.xml file (included in the FSCT download package) for an example.

	log <file name>
	Use this parameter to append all messages displayed on the screen to the specified log file.

	verbose {normal|verbose|debug}
	Specify the amount of information displayed to the user. The default verbosity level is normal. Avoid using the debug level in cases other than FSCT troubleshooting, as it generates a significant amount of additional network traffic and CPU utilization on the client computers.

	timestamps
	Use this parameter to add the date and time to each displayed message.


fsct cleanup dc

	Required parameter
	Description

	users <n>
	Specify the number of users per client.

	clients <computer1 computer2 ...>
	Specify the client computers so that the controller can create users for each client and prepare necessary client files. Separate client computer names with either spaces or commas. If you use spaces, you must enclose the list in quotation marks.


	Optional parameter
	Description

	config <file name>
	Specify the path and file name of an XML file that contains configuration options. Most of the configuration options can be specified in an XML file. This option allows passing a path to a configuration file to FSCT. The values that you specify as command-line parameters are considered higher priority than the values you specified in a configuration file. You can overwrite any value read from a configuration file by specifying a command line option. You can review the config_sample.xml file (included in the FSCT download package) for an example.

	controller <computer name>
	Specify the name of the controller.

	port <port number>
	Specify the port on which the controller is listening for connections.

	log <file name>
	Use this parameter to append all messages displayed on the screen to the specified log file.

	verbose {normal|verbose|debug}
	Specify the amount of information displayed to the user. The default verbosity level is normal. Avoid using the debug level in cases other than FSCT troubleshooting, as it generates a significant amount of additional network traffic and CPU utilization on the client computers.

	timestamps
	Use this parameter to add the date and time to each displayed message.


Appendix B: HomeFolders Workload profile.cfg File

<?xml version="1.0" encoding="utf-8"?>

<Profile>

  <Scenarios>

    <Scenario name="CmdLineNavigate.dll">

      <RunsPerUserPerHour>15</RunsPerUserPerHour>

      <FilesetParameters>

        <Parameter name="filelist">static_dirs.xml</Parameter>

      </FilesetParameters>

    </Scenario>

    <Scenario name="CmdLineFileDownload.dll">

      <RunsPerUserPerHour>150</RunsPerUserPerHour>

      <FilesetParameters>

        <Parameter name="filelist">static.xml</Parameter>

      </FilesetParameters>

    </Scenario>

    <Scenario name="CmdLineFileUpload.dll">

      <RunsPerUserPerHour>40</RunsPerUserPerHour>

      <FilesetParameters>

        <Parameter name="filelist">new.xml</Parameter>

      </FilesetParameters>

    </Scenario>

    <Scenario name="CmdLineFileDelete.dll">

      <RunsPerUserPerHour>7</RunsPerUserPerHour>

      <FilesetParameters>

        <Parameter name="filelist">volatile.xml</Parameter>

      </FilesetParameters>

    </Scenario>

    <Scenario name="ExplorerNavigate.dll">

      <RunsPerUserPerHour>15</RunsPerUserPerHour>

      <FilesetParameters>

        <Parameter name="filelist">static_dirs.xml</Parameter>

      </FilesetParameters>

    </Scenario>

    <Scenario name="ExplorerDragDropFileDownload.dll">

      <RunsPerUserPerHour>50</RunsPerUserPerHour>

      <FilesetParameters>

        <Parameter name="filelist">static.xml</Parameter>

      </FilesetParameters>

    </Scenario>

    <Scenario name="ExplorerDragDropFileUpload.dll">

      <RunsPerUserPerHour>15</RunsPerUserPerHour>

      <FilesetParameters>

        <Parameter name="filelist">new.xml</Parameter>

      </FilesetParameters>

    </Scenario>

    <Scenario name="ExplorerFileDelete.dll">

      <RunsPerUserPerHour>5</RunsPerUserPerHour>

      <FilesetParameters>

        <Parameter name="filelist">volatile.xml</Parameter>

      </FilesetParameters>

    </Scenario>

    <Scenario name="ExplorerSelect.dll">

      <RunsPerUserPerHour>15</RunsPerUserPerHour>

      <FilesetParameters>

        <Parameter name="filelist">static.xml</Parameter>

      </FilesetParameters>

    </Scenario>

    <Scenario name="WordFileOpen.dll">

      <RunsPerUserPerHour>7</RunsPerUserPerHour>

      <FilesetParameters>

        <Parameter name="filelist">static.xml</Parameter>

      </FilesetParameters>

    </Scenario>

    <Scenario name="WordFileClose.dll">

      <RunsPerUserPerHour>7</RunsPerUserPerHour>

      <FilesetParameters>

        <Parameter name="filelist">static.xml</Parameter>

      </FilesetParameters>

    </Scenario>

    <Scenario name="WordEditAndSave.dll">

      <RunsPerUserPerHour>5</RunsPerUserPerHour>

      <FilesetParameters>

        <Parameter name="filelist">volatile.xml</Parameter>

      </FilesetParameters>

    </Scenario>

  <WarmupTime>30</WarmupTime>

  <Fileset>

    <!--<CacheSizePerUser>64</CacheSizePerUser>-->

    <!--<CacheHitRatio>100</CacheHitRatio>-->

  </Fileset>

</Profile>

Appendix C: HomeFolders Workload Scenarios

	Scenario
	Runs per user  per hour
	File set

	CmdLineNavigate.dll
	15
	static_dirs.xml

	CmdLineFileDownload.dll
	150
	static.xml

	CmdLineFileUpload.dll
	40
	new.xml

	CmdLineFileDelete.dll
	7
	volatile.xml

	ExplorerNavigate.dll
	15
	static_dirs.xml

	ExplorerDragDropFileDownload.dll
	50
	static.xml

	ExplorerDragDropFileUpload.dll
	15
	new.xml

	ExplorerFileDelete.dll
	5
	volatile.xml

	ExplorerSelect.dll
	15
	static.xml

	WordFileOpen.dll
	7
	static.xml

	WordFileClose.dll
	7
	static.xml

	WordEditAndSave.dll
	5
	volatile.xml


Appendix D: Sample Results Files

The following sample results files represent data from a test using the parameters specified in the step-by-step instructions in this document.

Sample FSCT Data Results File

*** Results

Users  Overload  Throughput  Errors  Errors [%]  Duration [ms]

8000         0%         733       0          0%         181194

9000         0%         824       0          0%         181334

10000        0%         917       0          0%         180945

11000       19%         848      20          0%         203830

12000      200%         383      32          0%         216528

*** Test's information

FSCT version: 1.0

Workload: HomeFolders

Time: 2009/08/17 13:36

*** Server's information

OS name: Microsoft Windows Server 2008 R2 Enterprise |G:\Windows|\Device\Harddisk1\Partition1

System drive: G:

Free physical memory: 43609000KB

*** Performance Counters

1 - \Processor(_Total)\% Processor Time

2 - \PhysicalDisk(_Total)\Disk Write Bytes/sec

3 - \PhysicalDisk(_Total)\Disk Read Bytes/sec

4 - \Memory\Available Mbytes

5 - \Processor(_Total)\% Privileged Time

6 - \Processor(_Total)\% User Time

7 - \System\Context Switches/sec

8 - \System\System Calls/sec

9 - \PhysicalDisk(_Total)\Avg. Disk Queue Length

10 - \TCPv4\Segments Retransmitted/sec

11 - \PhysicalDisk(_Total)\Avg. Disk Bytes/Read

12 - \PhysicalDisk(_Total)\Avg. Disk Bytes/Write

13 - \PhysicalDisk(_Total)\Disk Reads/sec

14 - \PhysicalDisk(_Total)\Disk Writes/sec

15 - \PhysicalDisk(_Total)\Avg. Disk sec/Read

16 - \PhysicalDisk(_Total)\Avg. Disk sec/Write

*** Server resources

Users    CPU     DiskWrite      DiskRead        Memory       avg( 5)       avg( 6)       avg( 7)       avg( 8)       avg( 9)       avg(10)       avg(11)       avg(12)       avg(13)       avg(14)       avg(15)       avg(16)

 8000  14.5%   106360016.0   125626528.0       11366.9          14.5           0.1      120944.2       10766.1          47.4        2975.8       31184.1      423321.1        3994.1         766.4           0.0           0.0  

 9000  16.1%   120450088.0   139629520.0        9421.1          16.2           0.0      123838.3        8851.6          54.4        4551.4       32193.7      393735.0        4302.2         957.4           0.0           0.0  

10000  19.2%   134319392.0   156348000.0        7001.6          19.1           0.1      134015.8       10331.7          71.3        5015.9       30491.7      400556.8        5057.8        1093.1           0.0           0.0  

11000  21.7%   120295752.0   170645008.0        1871.3          21.6           0.1      126470.6       10365.3          93.8        6132.2       28529.0      246998.3        5908.6        1423.2           0.0           0.0  

12000  42.3%    58751456.0   153806512.0        3020.6          42.8           0.1       68509.8        7780.2          94.3        5036.5       28569.7       66765.9        5238.9        1348.5           0.0           0.0  

<client resources are omitted here due to the size of the file>

*** Label descriptions

Overload   - server's overload in percent. For example if the return value is 900% it means

             that to support the given number of users the server capacity must be increased

             by 900% (so if there was 1 machine, 9 more are needed).

Errors [%] - number of errors / number of executed scenarios * 100%.

             The value can be greater than 100% because multiple errors can occur during

             a single scenario execution.

Sample Summary Results File

<Summary benchmark="fsct">

  <TestSucceeded>true</TestSucceeded>

  <Iteration users="100" percentDelayed="0.00" throughput="9" elapsedTimeInMs="900327" errors="false" version="0.5"/>

  <Iteration users="200" percentDelayed="0.00" throughput="18" elapsedTimeInMs="900187" errors="false" version="0.5"/>

  <Iteration users="300" percentDelayed="0.00" throughput="27" elapsedTimeInMs="900062" errors="false" version="0.5"/>

  <Iteration users="400" percentDelayed="9.88" throughput="33" elapsedTimeInMs="910748" errors="true" version="0.5"/>

  <Iteration users="500" percentDelayed="32.08" throughput="31" elapsedTimeInMs="907566" errors="true" version="0.5"/>

</Summary>

Sample Performance Counter Results File

ComputerName CounterName                                Average     Maximum      Minimum    PollInterval

SPTNODE1     \Processor(_Total)\% Processor Time        2.029       4.950        0.350      1

SPTNODE1     \PhysicalDisk(_Total)\Disk Write Bytes/sec 3885606.750 11596747.000 41792.391  1

SPTNODE1     \PhysicalDisk(_Total)\Disk Read Bytes/sec  5134925.000 10143725.000 548302.813 1

SPTNODE1     \Memory\Available Mbytes                   3028.335    3101.000     2966.000   1

SPTNODE1     \Processor(_Total)\% Privileged Time       2.020       4.950        0.350      1

SPTNODE1     \Processor(_Total)\% User Time             0.012       0.325        0.000      1

SPTNODE1     \System\Context Switches/sec               1208.079    3460.747     621.946    1

SPTNODE1     \System\System Calls/sec                   340.031     4240.341     68.634     1

SPTNODE3     \Processor(_Total)\% Processor Time        2.275       6.923        0.000      1

SPTNODE3     \PhysicalDisk(_Total)\Disk Write Bytes/sec 1275.848    171199.875   0.000      1

SPTNODE3     \PhysicalDisk(_Total)\Disk Read Bytes/sec  84.342      36772.961    0.000      1

SPTNODE3     \Memory\Available Mbytes                   2818.489    2909.000     2795.000   1

SPTNODE3     \Processor(_Total)\% Privileged Time       2.206       6.154        0.000      1

SPTNODE3     \Processor(_Total)\% User Time             0.073       0.769        0.000      1

SPTNODE3     \System\Context Switches/sec               2864.667    7069.158     610.049    1

SPTNODE3     \System\System Calls/sec                   1210.697    2806.421     317.054    1

SPTNODE4     \Processor(_Total)\% Processor Time        2.530       7.022        0.000      1

SPTNODE4     \PhysicalDisk(_Total)\Disk Write Bytes/sec 1880.115    256883.297   0.000      1

SPTNODE4     \PhysicalDisk(_Total)\Disk Read Bytes/sec  888.460     219325.625   0.000      1

SPTNODE4     \Memory\Available Mbytes                   2825.305    2915.000     2804.000   1

SPTNODE4     \Processor(_Total)\% Privileged Time       2.456       6.742        0.000      1

SPTNODE4     \Processor(_Total)\% User Time             0.075       0.862        0.000      1

SPTNODE4     \System\Context Switches/sec               2909.605    5733.247     475.329    1

SPTNODE4     \System\System Calls/sec                   1253.413    3344.527     238.991    1
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fsct prepare client /server dfsn.contoso.msft /password pass /users 20 /server_ip 10.10.10.1 /remove_existing_users /verbose debug /domain contoso.msft





fsct prepare client /server dfsn.contoso.msft /password pass /users 20 /server_ip 10.10.10.1 /remove_existing_users /verbose debug /domain contoso.msft
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fsct prepare dc /clients cli1,cli2 /password pass /users 20 /verbose debug





fsct prepare server /clients cli1,cli2 /password pass /users 20 /volumes e:\fsct,f:\fsct,g:\fsct /workload HomeFolders /disable_format /verbose debug /create_only_fileset /domain contoso.msft





fsct prepare controller








PAGE  

