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Beyond Virtualization 
Server virtualization has evolved over the past few years from a nascent technology into a mature IT feature. 

In the process, businesses of all shapes and sizes have begun taking advantage of its power to meet shifting 

business needs. By virtualizing their workloads, organizations can control and cut costs while improving the 

scalability, flexibility, and reach of IT systems. 

With these advances, however, comes the realization that virtualization by itself does not allow 

organizations to build or take advantage of cloud services, which are assuming an ever-growing role in the 

execution of business tasks. 

Microsoft has taken a leading position in the advancement of virtualization technology with Hyper -V. First 

introduced as part of Windows Server 2008, and then expanded and enhanced in Windows Server 2008 R2 

and again in Windows Server 2012, Hyper-V provides organizations with a too l for optimizing server 

hardware investments by consolidating multiple server roles as separate virtual machines running on a 

single physical host machine. They can also use Hyper-V to efficiently run multiple operating systemsñ

including operating systems other than Windows, such as Linuxñtogether on a single server, and take 

advantage of the power of 64-bit computing.  

This whitepaper discusses the significant improvements made to the virtualization capabilities in Windows 

Server 2012 R2, and how these combine with the existing, powerful capabilities of Windows Server 2012 

Hyper-V, to provide customers with a comprehensive platform to handle the demands of the modern 

datacenter. 

Before Windows Server 2012 R2 

 

Letõs first review the Hyper-V improvements that  the earlier versions of Windows Server provide.  Beginning 

with Windows Server 2008, in June 2008, server virtualization via Hyper-V technology has been an integral 

part of the operating system. A new version of Hyper-V was included as a part of Windows Server 2008 R2, 

and this was further enhanced with Service Pack 1 (SP1). 

There are two manifestations of the Hyper-V technology: 

¶ Hyper -V is the hypervisor-based virtualization role of Windows Server .  
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¶ Microsoft Hyper -V Server is the hypervisor-based server virtualization product that allows customers 

to consolidate workloads onto a single physical server.  This is available as a free download. 

Windows Server 2008 R2 Hyper-V Enhancements 

With the launch of Windows Server 2008 R2 Hyper-V, in October 2009, Microsoft introduced a number of 

compelling capabilities to help organizations reduce costs, whilst increasing agility and flexibility.  Key 

features introduced included: 

¶ Live Migration  ð Enabling the movement of virtual machines (VMs) with no interruption or downtime  

¶ Cluster Shared Volumes  ð Highly scalable and flexible use of shared storage (SAN) for VMs 

¶ Processor Compatibility  ð Increase the Flexibility for Live Migration across hosts with differing CPU 

architectures 

¶ Hot Add Storage  ð Flexibly add or remove storage to and from VMs 

¶ Improved Virtual Networking Performance  ð Support for Jumbo Frames and Virtual Machine Queue 

(VMq) 

With the addition of Service Pack 1 (SP1) for Hyper-V, in October 2011, Microsoft introduced 2 new, key 

capabilities to help organizations realize even greater value from the platform: 

¶ Dynamic Memory  ð More efficient use of memory while maintaining consistent workload performance 

and scalability. 

¶ RemoteFX ð Provides the richest virtualized Windows 7 experience for Virtual Desktop Infrastructure 

(VDI) deployments. 

Windows Server 2008 R2 Hyper-V Benefits 

Hyper-V is an integral part of Windows Server and provides a foundational virtualization platform that lets 

customers transition to the cloud. With Windows Server 2008 R2, customers get a compelling solution for 

core virtualization scenarios; production server consolidation, dynamic data center, business continuity, 

Virtual Desktop Infrastructure (VDI), and test and development. Hyper-V provides customers with better 

flexibility with featur es like live migration and cluster shared volumes for storage flexibility. In Windows 

Server 2008 R2, Hyper-V also delivered greater scalability with support for up to 64 logical processors and 

improved performance with support for dynamic memory and enhan ced networking support.  

Windows Server 2012 Hyper V and Windows Server 2012 R2 

Fast forward to September 2012, and the launch of Windows Server 2012.  This brought an incredible 

number of new and an enhanced Hyper-V Capabilities.  These capabilities, many of which weõll discuss in 

this paper, ranged from enhancements around scalability, new storage and networking features, significant 

enhancements to the Live Migration capabilities, deeper integration with hardware, and an in-box VM 

replication capability, to name but a few.  These improvements, new features and enhancements can be 

grouped into 4 key areas, and itõs these key areas weõll focus on throughout this whitepaper, looking at both 

Windows Server 2012 and R2.  The 4 key areas are: 
 

¶ Scalability, Perfo rmance & Density  ð customers are looking to run bigger, more powerful virtual 

machines, to handle the demands of their biggest workloads.  In addition, as hardware scale grows, 

customers wish to take advantage of the largest physical systems to drive the highest levels of density, 

and reduce overall costs. 
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¶ Security &  Multitenancy  - Virtualized data centers are becoming more popular and practical every day. 

IT organizations and hosting providers have begun offering infrastructure as a service (IaaS), which 

provides more flexible, virtualized infrastructures to customersñòserver instances on demand.ó Because 

of this trend, IT organizations and hosting providers must offer customers enhanced security and 

isolation from one another , and in some cases, encrypted to meet compliance demands. 

¶ Flexible Infrastructure  ð In a modern datacenter, customers are looking to be agile, in order to respond 

to changing business demands quickly, and efficiently.  Being able to move workloads flexibly around 

the infrastructure is of incredible importance, and in addition, customers want to be able to choose 

where best to deploy their workloads based on the needs of that workload specifically.  

¶ High Availability & Resiliency  ð As customersõ confidence in virtualization grows, and they virtualize 

their more mission-critical workloads, the importance of keeping those workloads continuously available 

grows significantly.  Having capabilities built into the platform that not only help keep those workloads 

highly available, but also, in the event of a disaster, quick to restore in another geographical location, is 

of immense importance when choosing a platform for todayõs modern datacenter. 

Throughout these 4 areas, weõll explore the challenges that customers face, and how the capabilities found 

within Windows Server 2012 R2 can help address those challenges with powerful, yet cost effective 

solutions. 

Scalability, Performance & Density 
Hyper-V in Windows Server 2008 R2 supported configuring virtual machines with a maximum of four virtual 

processors and up to 64 GB of memory. However, IT organizations increasingly want to use virtualization 

when they deploy mission-critical, tier-1 business applications. Large, demanding workloads such as online 

transaction processing (OLTP) databases and online transaction analysis (OLTA) solutions typically run on 

systems with 16 or more processors and demand large amounts of memory. For this class of workloads, 

more virtual processors and larger amounts of virtual machine memory are a core requirement. 

Scalability however, goes beyond just running workloads.  Customers also need to ensure that the demands 

of workloads can be handled effectively by scalable storage and networking infrastructure, and to do so, 

must take advantage of the latest, and greatest hardware innovations. 

With Windows Server 2012, and subsequently 2012 R2, there were a number of design goals to try to 

address these challenges.  Not only do we want to enable customers to run their most demanding of 

applications, whilst providing the highe st levels of performance and scale, but at the same time, we want to 

ensure that customers can provide optimal resource usage and availability across their infrastructure. 

From an out and out scalability perspective, Hyper-V in Windows Server 2012 R2 greatly expands support 

for host processors and memory over Windows Server 2008 R2 Hyper-V. New features include support for 

up to 64 virtual processors and 1TB of memory for Hyper-V guests, a new VHDX virtual hard disk format 

with larger disk capacity of up to  64 TB, and additional resiliency and alignment optimization, which weõll 

discuss later. These features help ensure that the virtualization infrastructure can support the configuration 

of large, high-performance virtual machines to support workloads that m ight need to scale up significantly. 

These however, arenõt the only improvements in Windows Server 2012 Hyper-V, as you can see from the 

table below: 
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System  
Resource  

Windows Server 
2008 R2 Hyper -V 

Windows Server 
2012  R2 Hyper -V 

Improvement  
Factor  

Host  Logical Processors 64 320 5×  

Physical Memory 1TB 4TB 4×  

Virtual CPUs per Host 512 2,048 4×  

VM  Virtual CPUs per VM 4 64 16×  

Memory per VM 64GB 1TB 16×  

Active VMs per Host 384 1,024 2.7×  

Guest NUMA No Yes - 

Cluster  Maximum Nodes 16 64 4×  

Maximum VMs 1,000 8,000 8×  

Table 1 ð Comparison of Windows Server 2008 R2 Hyper-V & Windows Server 2012 R2 Hyper-V Scalability 

From a host perspective, you can see from the table that Hyper-V supports up to 4TB of physical memory 

per host, and up to 2,048 vCPUs per host.  This is a 4x increase over Windows Server 2008 R2 Hyper-V, and 

means that a customer could, in reality, run 1,024 2-vCPU virtual machines, each with around 4GB memory, 

and still be within a supported configuration.  This scalability is immense, and ensures customers can realize 

the greatest value for their hardware investments. 

When we think about Virtual Machines (VM) in particular, again, significant improvements have been made 

across the board, with Hyper-V now supporting VMs with up to  64 vCPUs, and 1TB memory. This is huge 

scale, and opens the door to running high -end, mission-critical in-memory transactional or analysis 

workloads that can benefit significantly from that kind of resource capacity.  

Earlier, we briefly discussed how customers are demanding higher levels of availability and resiliency for 

their key virtualized workloads.  With Windows Server and Hyper-V, the foundation of providing that higher 

level of availability is the Failover Cluster.  With Windows Server 2012 R2, cluster sizes have increased from 

a maximum of 16 nodes in Windows Server 2008 R2, to 64 nodes in Windows Server 2012 and Windows 

Server 2012 R2.  This in turn, supports a significantly higher number of active virtual machines per cluster, 

up from 1,000 to 8,000. 

There is one other innovation, highlighted in the table that can drive higher levels of performance for 

virtualized workloads, and is of particular importance when running virtualized workloads with significant 

numbers of virtual processors, and high levels of memory.  That innovation is Virtual Machine NUMA. 

Virtual Machine NUMA 

Windows Server 2012 R2 Hyper-V now supports NUMA, or Non-Uniform Memory Access, inside a virtual 

machine. NUMA refers to a computer architecture in multiprocessor systems, in which the required time for 

a processor to access memory depends on the memoryõs location relative to the processor 

With NUMA, a processor can access local memory (memory attached directly to the processor) faster than 

it can access remote memory (memory that is local to another processor in the system). Modern operating 

systems and high-performance applications such as SQL Server have developed optimizations to recognize 

the systemõs NUMA topology and consider NUMA when they schedule threads or allocate memory to 

increase performance. 
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Projecting a virtual NUMA topology into a virtual machine provides optimal performance and workload 

scalability in large virtual machine configurations. It does this by letting the guest operating system and 

applications such as SQL Server, or the Windows Web Server, IIS, take advantage of their inherent NUMA 

performance optimizations. The default virtual NUMA topology that is projected into a Hyper -V virtual 

machine is optimized to match the hostõs NUMA topology, as shown in the following figure . 

 

Figure 1 ð Virtual Machine NUMA nodes aligning with physical NUMA topology  

 

Why This Matters  

Guest NUMA ensures that key workloads that have NUMA -aware capabilities, can perform at 

their highest possible levels, and take advantage of the underlying performance 

characteristics and capabilities of the hardware itself, maximizing the investment in both 

hardware, software and the applications.  Customers running SQL, and IIS will benefit 

considerably from Guest NUMA.  

High -performance ap plications such as Microsoft SQL Server 2012 and Internet Information 

Services (IIS) 8 in Windows Server 2012 are NUMA -aware, enabling significant performance 

enhancements over virtualized instances of the application on non -NUMA aware platforms 

and VMs.  Guest NUMA support also works for high -availability solutions using Windows 

Server 2012 failover clustering. Failover clusters evaluate the NUMA configuration of a node 

before moving a VM; this ensures that the target node is able to support the VM's workl oad. 

Enhanced Storage Capabilities 

Windows Server 2012 introduced a number of new and powerful storage capabilities that can play a 

significant role in a virtualized infrastructure, in order to support the most intensive, mission -critical of 

workloads.  With Windows Server 2012 R2, there have been further enhancements that increase 

performance and flexibility and help to ensure continuous availability.  
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Support for Advanced Format Drives (4 KB Sector Disks) in Hyper-V 

Increases in storage density and reliability are among the factors driving the data storage industry to 

transition the physical format of hard disk drives from 512 -byte sectors to 4,096-byte sectors (also known 

as 4 KB sectors). However, most of the software industry depends on disk sectors of 512 bytes in length. A 

change in sector size introduces major compatibility issues in many applications. To minimize the impact 

on the ecosystem, hard drive vendors are introducing transitional ò512-byte emulation drivesó also known 

as ò512e.ó These drives offer some advantages of 4 KB native drives, such as improved format efficiency and 

an improved scheme for error correction codes (ECC), but with fewer compatibility issues than by exposing 

a 4 KB sector size at the disk interface. Hyper-V in Windows Server 2012 and Windows Server 2012 R2 

supports ò512eó and 4 KB disk sectors. 

Customers face a challenge of ensuring they can adopt and take advantage of this emerging disk format to 

provide the best performance and optimization for their key workloads.  

Support for 4,096-byte sectors (4 KB disk sectors) in virtual disks, a standard to which the industry will move 

over the next few years to support increasing storage requirements, was first introduced in Windows Server 

2012 Hyper-V. Hyper-V in Windows Server 2012, and subsequently Windows Server 2012 R2 Hyper-V, also 

provides enhanced performance of the transitional standard, 512-byte emulation drives, also known as 512-

byte Emulation  (512e). Support  for 4 KB disk sectors and 512e helps ensure that your virtualization 

infrastructure keeps pace with industry innovations in storage. 
 

Hyper -V & 512e disks 

A 512e disk can perform a write only in terms of a physical sector, that is, it cannot directly write a 512-byte 

sector write that is issued to it. The internal process in the disk which makes this write possible follows these 

steps: 

1. The disk reads the 4 KB physical sector into its internal cache, which contains the 512-byte logical 

sector that is referred to in the write.  

2. Data in the 4 KB buffer is modified to include the updated 512 -byte sector.  

3. The disk performs a write of the updated 4 KB buffer back to its physical sector on the disk. 

This above process is called òRead-Modify-Write,ó or RMW. The RMW process causes performance 

degradation in virtual hard disks for the following  reasons: 

¶ Dynamic and differencing virtual hard disks have a 512-byte sector bitmap in front of their data payload. 

In addition, footer/header/parent locators all align to a 512 -byte sector. It is common for the virtual hard 

disk drive to issue 512-byte writes to update these structures, resulting in the RMW behavior described 

earlier. 

¶ Applications commonly issue reads and writes in multiples of 4 KB sizes (the default cluster size of NTFS). 

Because a 512-byte sector bitm ap is in front of the data payload block of dynamic and differencing 

virtual hard disks, the 4 KB blocks are not aligned to the physical 4 KB boundary, as shown in the 

following figure.  

In the figure below, the v irtual hard disk 4 KB block is not aligned with physical 4 KB boundary 
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Figure 2 - Virtual hard disk 4 KB block (blue) not aligned with physical 4 KB boundary 

Each 4 KB write issued by the legacy parser, to update the payload data, results in two reads for two blocks 

on the disk, which are then updated and subsequently written back to the two disk blocks. The overall 

performance impact of the RMW process on workloads usually ranged 30 to 80 percent and, at times, was 

even higher. 

The overall performance impact of the RMW process on workloads usually ranged 30 to 80 percent and, at 

times, was even higher. 

Hyper-V in Windows Server 2012 R2 mitigates the performance-degrading effect of 512e disks on the virtual 

hard disk stack by preparing the previously mentioned structures for alignment to 4 KB boun daries in the 

VHD format. This avoids the RMW effect when accessing data within the virtual hard disk file and when 

updating virtual hard disk metadata structures.  

Native 4KB Sector Support  

Hyper-V in Windows Server 2012 R2 makes it possible to store virtual hard disks on 4 KB disks by 

implementing a software RMW algorithm in the virtual hard disk layer. This algorithm converts 512 -byte 

access-and-update requests to corresponding 4 KB accesses and updates. 

Requirements  

To take advantage of Hyper-V support for 4 KB disk sectors, you need the following: 

¶ Windows Server 2012 with Hyper-V, Windows Server 2012 R2 with Hyper-V, Hyper-V Server 2012 or 

Hyper-V Server 2012 R2 

¶ Physical disk drives that use the 512e or the native 4 KB format. 

 

Why This Matters  

With the  introduction of larger VHDX files (one VHDX disk support s up to 64 terabytes of 

storage ) and ReFS (Resilient File System) volumes in Windows Server 2012 R2, support for 4K 

sector disks was critical in delivering the capacity and scaling needed to take on the every 

growing storage needs of customers, without sacrificing performance.  

New Virtual Hard Disk Format (VHDX) 

With the evolution of storage systems, and the ever-increasing reliance on virtualized enterprise workloads, 

the VHD format of Windows Server needed to also evolve. The new format is better suited to address current 

and future requirements for running enterprise -class workloads, specifically: 

¶ Where the size of the VHD is larger than 2 TB. 

¶ To reliably protect against issues for dynamic and differencing disks during power failures. 
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¶ To prevent performance degradation issues on the new, large-sector physical disks. 

Windows Server 2012 Hyper-V introduced a significant update to the VHD format, called VHDX, which has 

much larger capacity and additional resiliency. VHDX supports up to 64 terabytes of storage. It also provides 

additional protection against corruption from power failures by logging updates to the VHDX metadata 

structures, and it prevents performance degradation on large-sector physical disks by optimizing structure 

alignment. 

There are a number of new capabilities that are provided by the new VHDX format: 

¶ Capacity ð support for up to 64TB per virtual disk, and each Hyper-V virtual machine can support up to 

256 virtual disks, for a total of petabytes of storage. 

¶ Corruption Protection  - Protection against corruption during power failures by logging updates to the 

VHDX metadata structures.  The format contains an internal log that is used to capture updates to the 

metadata of the virtual  hard disk file before being written to its final location.  In case of a power failure, 

if the write to the final destination is corrupted, then it is played back from the log to promote 

consistency of the virtual hard disk file. 

¶ Optimal Structure Alignme nt  ð Alignment to suit large sector disks.  If unaligned I/O's are issued to 

these disks, an associated performance penalty is caused by the Read-Modify -Write cycles that are 

required to satisfy these I/O's.  The structures in the format are aligned to help ensure that are no 

unaligned I/O's exist. 

There are also a number of other features that are unlocked through the use of the VHDX format. 

¶ Larger block sizes for dynamic and differential disks  - lets these disks attune to the needs of the 

workload 

¶ A 4-KB logical sector virtual disk that results in increased performance  when applications and 

workloads that are designed for 4-KB sectors use it 

¶ The ability to store custom metadata  about the file that you might want to record, such as operating 

system version or patches applied 

¶ Efficiency (called trim ) in representing data, which results in smaller files and lets the underlying physical 

storage device reclaim unused space.  Trim requires pass-through or SCSI disks and trim-compatible 

hardware. 

The figure below illustrates the VHDX hard disk format. 
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Figure 3 - The VHDX hard disk format 

As you can see in the preceding figure, most of the structures are large allocations and are MB aligned. This 

alleviates the alignment issue that is associated with virtual hard disks. The different regions of the VHDX 

format are as follows: 

¶ Header region  - The header region is the first region of the file and identifies the location of the other 

structures, including the log, block allocation table (BAT), and metadata region. The header region 

contains two headers, only one of which is active at a time, to increase resiliency to corruptions. 

¶ Intent log  - The intent log is a circular ring buffer. Changes to the VHDX metastructures are written to 

the log before they are writt en to the final location. If corruption occurs during a power failure while an 

update is being written to the actual location, on the subsequent open, the change is applied again from 

the log, and the VHDX file is brought back to a consistent state. The log does not track changes to the 

payload blocks, so it does not protect data contained within them.  

¶ Data region  - The BAT contains entries that point to both the user data blocks and sector bitmap block 

locations within the VHDX file. This is an important difference from the VHD format because sector 

bitmaps are aggregated into their own blocks instead of being appended in front of each payload block.  

¶ Metadata region  - The metadata region contains a table that points to both user -defined metadata 

and virtual hard disk file metadata such as block size, physical sector size, and logical sector size. 

VHDX: Better Efficiency & Resiliency  

Hyper V in Windows Server 2012, and subsequently, Windows Server 2012 R2, also introduces support that 

lets VHDX files be more efficient when they represent that data within it.  

As the VHDX files can be large, based on the workload they are supporting, the space they consume can 

grow quickly. Currently, when applications delete content within a virtual hard disk, the Windows storage 

stack in both the guest operating system and the Hyper V host have limitations that prevent this information 

from being commu nicated to the virtual hard disk and the physical storage device.  

This contains the Hyper-V storage stack from optimizing the space used and prevents the underlying 

storage device from reclaiming the space previously occupied by the deleted data. 

In Windows Server 2012 R2 Hyper V supports unmap notifications , which enables VHDX files be more 

efficient in representing that data within them. This results in smaller files size, which lets the underlying 

physical storage device reclaim unused space. 

Requiremen ts 

To take advantage of the new VHDX format, you need the following: 

¶ Windows Server 2012 with Hyper-V, Windows Server 2012 R2 with Hyper-V, Hyper-V Server 2012 or 

Hyper-V Server 2012 R2 

To take advantage of the trim feature, you need the following:  

¶ VHDX-based virtual disks connected as virtual SCSI devices or as directly attached physical disks 

(sometimes referred to as pass-through disks). This optimization also is supported for natively attached 

VHDX-based virtual disks. 

¶ Trim-capable hardware 

 

Why This Matters  
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Designed to handle current and future workloads, VHDX has a much larger storage capacity 

than earlier VHD formats to address the technological demands of evolving enterprises. 

Performance -enhancing features in VHDX make it easier to handle large w orkloads, protect 

data better during power outages, and optimize structure alignments of dynamic and 

differential disks to prevent performance degradation on new, large -sector physical disks.  

Online Virtual Hard Disk Resize 

Windows Server 2012 R2 introduces a significant improvement within Hyper-V that allows the virtual hard 

disk file to be resized as needed whilst the VM is running.  You can't always predict when a virtual disk will 

need to be expanded due to new demands in capacity, but equally importan t is the ability to reclaim space 

if no longer required . Prior to Windows Server 2012 R2, a VM had to be shut down in order to expand or 

shrink the virtual hard disk files. Now with Windows Server 2012 R2, this is an online operation, with no 

downtime for the workload itself . The obvious benefit to this is increased availability and better SLA 

compliancy.  

Virtual Disk Expansion  

Customers have the flexibility to grow the  VHD or VHDX files that are attached to running virtual machines.  

The administrator will first expand the virtual disk using the Hyper-V management tools, or PowerShell, and 

then within the Guest OS, the administrator can expand the volume within the OS, using Disk Manager.  An 

example command to resize using PowerShell would be as follows: 

PS C: \ > Resize - VirtualDisk - FriendlyName "Sqldata5"  - Size (25GB)  

Note, this command could also be used for shrinking the virtual disk.  

Virtual Disk Shrinking  

Customers also have the flexibility to shrink the VHDX files that are attached to running virtual machines.  

The administrator will first shrink the volume within the Guest OS, and then from within the Hyper -V 

Management tools, or using PowerShell, shrink the virtual disk.  The shrink size will match the space that is 

freed up inside the VM volume.  Note, Shrink is limited to VHDX only. 

Requirements  

To take advantage of the online adjustment of virtual hard disk size you will need: 

¶ Windows Server 2012 R2 Hyper-V or Hyper-V Server 2012 R2 

¶ VHDX files attached to the Virtual SCSI Controller. 

 

Why This Matters  

The ability to grow, and shrink virtual disks whilst the virtual machine is running provides 

customers with significant advantages in flexibility, and provides fewer reasons for needing 

to introduce downtime for that workload for capacity reasons.  Not only does this allow 

virtual machines to grow flexibly, as data consumption increases inside the VM, but it also 

allows IT admins to reclaim wasted space that has been allocated, but not used, within a VM.  

This could be of particular importance in a Service Provider, or Hosting scenario, where a 

customer is paying for a 100GB VM, but only uses 30GB, and wishes to reduce the disk size to 
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50GB, to reduce their costs.  Now this operation can be performed online, with n o downtime 

to the workload.  

Online Checkpoint Merge 

Checkpoints (formerly snapshots) have been mainly used for testing changes to existing virtual machine 

environments, as a way to return to a previous state or time if required. Having an easier way to revert a 

virtual machine can be very useful if you need to recreate a specific state or condition so that you can 

troubleshoot a problem.  

Under certain circumstances it makes sense to use checkpoints in a production environment. For example, 

you can use checkpoints to provide a way to revert a potentially risky operation in a production 

environment, such as applying an update to the software running in the virtual machine. After successfully 

testing new changes or updates, many organizations merge their checkpoints back into the original parent 

disk (to reduce storage space and increase virtual machine disk performance). However, this operation 

would pause the running virtual machine, effectively making it unavailable while the merge takes place. 

In Windows Server 2012 R2 the Hyper-V Live Merge feature now allows organizations to merge current 

checkpoints back into the original parent while the virtual machine continues to run.  

The Hyper-V virtual machine checkpoint feature provides a fast and straightforward way to revert the virtual 

machine to a previous state. Checkpoint data files (the current leaf node of virtual hard disk that are being 

forked into a read-only parent differential disk) are stored as .avhd files. When a checkpoint is deleted, the 

associated .avhd disks cannot be removed while the virtual machine is running. Windows Server 2012 R2 

provides the ability to merge the associated .avhd disk into the parent while the virtual machine continues 

to run. 

As the process proceeds, I/O is suspended to a small range while data in that range is read from the source 

and written to the destination. When the leaf is being merged away, further writes to areas that have already 

been merged are redirected to the merge destination. Upon completion, the online merg e fixes the running 

chain to unlink merged disks and closes those files. 

Requirements  

¶ Windows Server 2012 with Hyper-V, Windows Server 2012 R2 with Hyper-V, Hyper-V Server 2012 or 

Hyper-V Server 2012 R2 

 

Why This Matters  

Virtual machine checkpoints capture the state, data, and hardware configuration of a running 

virtual machine. Many organizations use checkpoint s in their current environments for testing 

updates and patches. However, merging a checkpoint  into the parent vi rtual machine requires 

downtime and virtual machine unavailability. Now, with the Live Merge feature of Windows 

Server 2012 R2 Hyper -V, you can merge checkpoints into the virtual machine parent while 

the server is running, with little effect on users. Live  merging of checkpoints provides a faster, 

easier way to revert a virtual machine to a previous state . 
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Virtual Fibre Channel in Hyper-V 

Many enterprises have already invested in Fibre Channel SANs, deploying them within their datacenters to 

address growing storage requirements. These customers often want the ability to utilize this storage from 

within their virtual machines instead of having the storage accessible to and used only by the Hyper-V host.  

In addition, customers are looking to achieve true SAN line speed from the VMs, to the SAN. 

Unmediated SAN Access  

Virtual Fibre Channel for Hyper-V provides the guest operating system with unmediated access to a SAN 

by using a standard World Wide Name (WWN) that is associated with a virtual machine. Hyper-V lets you 

use Fibre Channel SANs to virtualize workloads that require direct access to SAN logical unit numbers 

(LUNs). Fibre Channel SANs also let you operate in new scenarios, such as running the Windows Failover 

Clustering feature inside the guest operating system of a virtual machine connected to shared Fibre Channel 

storage. 

A Hardware -Based I/O Path to the  Windows Software Virtual Hard Disk S tack  

Mid-range and high-end storage arrays include advanced storage functionality that helps offload certain 

management tasks from the hosts to the SANs. Virtual Fibre Channel offers an alternative, hardware-based 

I/O path to the Windows software virtual hard disk stack. This path lets you use the advanced functionality 

of your SANs directly from within Hyper -V virtual machines. For example, Hyper-V users can offload storage 

functionality (such as taking a snapshot of a LUN) to the SAN hardware simply by using a hardware Volume 

Shadow Copy Service (VSS) provider from within a Hyper-V virtual machine 

Live Migration Su pport  

To support live migration of virtual machines across Hyper-V hosts while maintaining Fibre Channel 

connectivity, two WWNs, Set A and Set B, are configured for each virtual Fibre Channel adapter. Hyper-V 

automatically alternates between the Set A and Set B WWN addresses during live migration. This helps 

ensure that all LUNs are available on the destination host before the migration and that no downtime occurs 

during the migration. The live migration process that maintains Fibre Channel connectivity is illustrated in 

the following figure:  

 

Figure 4 - Alternating WWN addresses during a live migration 

N_Port ID Virtualization (NPIV)  



18 Windows Server 2012 R2 Virtualization - Technical Scenarios and Solutions 

 

title of document  

NPIV is a Fibre Channel facility that lets multiple N_Port IDs share a single physical N_Port. This lets multiple 

Fibre Channel initiators occupy a single physical port, easing hardware requirements in SAN design, 

especially where virtual SANs are called for. Virtual Fibre Channel for Hyper-V guests uses NPIV (T11 

standard) to create multiple NPIV ports on top of the hostõs physical Fibre Channel ports. A new NPIV port 

is created on the host each time a virtual HBA is created inside a virtual machine. When the virtual machine 

stops running on the host, the NPIV port is removed. 

Flexible Host to SAN Connectivity  

Hyper-V lets you define virtual SANs on the host to accommodate scenarios in which a single Hyper-V host 

is connected to different SANs via multiple Fibre Channel ports. A virtual SAN defines a named group of 

physical Fibre Channel ports that are connected to the same physical SAN. For example, assume that a 

Hyper-V host is connected to two SANsña production SAN and a test SAN. The host is connected to each 

SAN through two physical Fibre Channel ports. In this example, you might configure two virtual SANsñone 

named òProduction SANó that has the two physical Fibre Channel ports connected to the production SAN 

and one named òTest SANó that has two physical Fibre Channel ports connected to the test SAN. You can 

use the same technique to name two separate paths to a single storage target. 

4 vFC Adapters per VM  

You can configure as many as four virtual Fibre Channel adapters on a virtual machine, and associate each 

one with a virtual SAN. Each virtual Fibre Channel adapter is associated with one WWN address, or two 

WWN addresses to support live migration. Each WWN address can be set automatically or manually. 

Multipath I/O (MPIO)  

Hyper-V in Windows Server 2012 R2 uses Multipath I/O (MPIO) functionality to help ensure optimal 

connectivity to Fibre Channel storage from within a virtu al machine. You can use MPIO functionality with 

Fibre Channel in the following ways: 

¶ Virtualize workloads that use MPIO. Install multiple Fibre Channel ports in a virtual machine, and use 

MPIO to provide highly available connectivity to the LUNs that the h ost can access. 

¶ Configure multiple virtual Fibre Channel adapters inside a virtual machine, and use a separate copy of 

MPIO within the guest operating system of the virtual machine to connect to the LUNs that the virtual 

machine can access. This configuration can coexist with a host MPIO setup. 

¶ Use different device specific modules (DSMs) for the host or each virtual machine. This approach permits 

migration of the virtual machine configuration, including the configuration of DSM and connectivity 

between hosts and compatibility with existing server configurations and DSMs. 

Requirements  

Virtual Fibre Channel support in Hyper-V requires the following: 

¶ Windows Server 2012 with Hyper-V, Windows Server 2012 R2 with Hyper-V, Hyper-V Server 2012 or 

Hyper-V Server 2012 R2 

¶ A computer with one or more Fibre Channel HBAs, each with an updated HBA driver that supports Virtual 

Fibre Channel. Check with your HBA vendor for information on whether your HBA supports Virtual Fibre 

Channel. 

¶ Virtual machines that are configured to use a virtual Fibre Channel adapter, which must use Windows 

Server 2008, Windows Server 2008 R2, Windows Server 2012, or Windows Server 2012 R2 as the guest 

operating system. 

¶ Connection only to data LUNs. Storage accessed through a virtual Fibre Channel that is connected to a 

LUN cannot be used as restart media. 
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Why This Matters  

Virtual Fibre Channel lets you access and use Fibre Channel SAN data from your virtual 

machines instead of having the storage accessible and used only by the Hyper -V host. Support 

for Fibre Channel in Hyper -V guests also includes support for many related features, such as 

NPIV, virtual SANs, live migration, and MPIO. This feature protects your investments in Fibre 

Channel, lets you virtualize workloads that use direct access  to Fibre Channel storage, lets you 

cluster guest operating systems over Fibre Channel, and offers an important new storage 

option for servers that are hosted on your virtualization infrastructure.  

Offloaded Data Transfer 

Offloaded Data Transfer (ODX) provides CPU and network offloading to SAN hardware during file copy and 

move operation between SAN drives. It is especially significant in the cloud space when you must provision 

new virtual machines from virtual machine template libraries or when virtual hard disk operations are 

triggered and require large blocks of data to be copied, as in virtual hard disk merges, storage migration, 

and live migration. These copy operations are then handled by the storage device that must be able to 

perform offloads (such as an offload-capable iSCSI, Fibre Channel SAN, or a file server based in Windows 

Server 2012 R2 and frees up the Hyper V host processors to carry more virtual machine workloads. 

Without ODX, customers can saturate bandwidth on network connections, and utilize increased levels of 

CPU and Memory to perform certain data-related tasks, such as a large file copy, or a VM storage migration.  

These tasks can also take significant amounts of time, even on fast 10GbE networks meaning there may be 

performance degradation for a period of time, until the task is complete.  

Offloaded data transfer (ODX) in Windows Server 2012 R2 enables you to accomplish more with your 

existing external storage arrays by letting you quickly move large files and virtual machines directly between 

storage arrays, which reduces host CPU and network resource consumption.  When used with offload -

capable SAN storage hardware, ODX lets a storage device perform a file copy operation without the main 

processor of the Hyper V host actually reading the content from one storage place and writing it to another.  

ODX uses a token-based mechanism for reading and writing data within or between intelligent storage 

arrays. Instead of routing the data through the host, a small token is copied between the source and 

destination. The token simply serves as a point-in-time representation of the data.  

As an example, when you copy a file or migrate a virtual machine between storage locations (either within 

or between storage arrays), a token that represents the virtual machine file is copied, which removes the 

need to copy the underlying data through the servers. In a token -based copy operation, the steps are as 

follows (see the following figure):  
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Figure 5 - Token-based copy operation 

When a user attempts to copy a file from one volume to another that is residing on a SAN which supports 

ODX, the following happens automatically (even if copying and pasting through Explorer). 

1. A user copies or moves a file by using Windows Explorer, a command line interface, or as part of a 

virtual machine migration.  

2. Windows Server 2012 automatically translates this transfer request into an ODX (if supported by 

the storage array), and it receives a token that represents the data.  

3. The token is copied between the source server and destination server.  

4. The token is delivered to the storage array.  

5. The storage array internally performs the copy or move and provides status information to the user.  

Requirements  

ODX support in Hyper-V requires the following: 

¶ Windows Server 2012, Windows Server 2012 R2, Hyper-V Server 2012 or Hyper-V Server 2012 R2 

¶ ODX-capable hardware is required to host virtual hard disk files connected to the virtual machine as 

virtual SCSI devices or directly attached (sometimes referred to as pass-through disks). 

¶ This optimization is also supported for natively attached, VHDX-based virtual disks. 

¶ VHD or VHDX-based virtual disks attached to virtual IDE do not support this optimization because 

integrated development environment (IDE) devices lack ODX support. 

 

Why This Matters  

ODX frees up the main processor to handle virtual machine workloads, enabling native -like 

performance when your virtual machines read from and write to storage.  When copying files, 

not only is the time taken to perform the task, significantly reduced, those copy operations 

donõt consume valuable host resources, helping to ensure that a virtualized workload 

operates as efficiently as it would in a non -virtualized environment.   From a virtual disk 
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perspective, the ODX capabilities ensure faster p erformance of crucial maintenance tasks for 

virtual hard drives (such as merge, move, and compact) that depend on copying large 

amounts of data without using processor time.  

Enhanced Networking Performance 

Windows Server 2012 provided a number of key networking capabilities specifically aimed at enhancing 

networking performance at both the host, and VM levels, many of which, integrated deeply with hardware 

innovation from our Partners, to drive this increased level of performance.  With Windows Server 2012 R2, 

this has been enhanced even further, ensuring that Hyper-V is the optimal choice for virtualizing network -

intensive workloads. 

Virtual Receive Side Scaling 

Prior to 10 gigabit networking, one modern processor was usually more than enough to handle the  

networking workload of a VM. With the introduction of 10Gb/s NICs life became more complicated as the 

amount of data being sent to and received from a VM exceeded what a single processor could effectively 

handle. Our performance investigations found that since all network traffic was being processed on a single 

VP, a single VM was limited to (on average) 5Gbps, far below the full potential of the hardware installed in 

the system. The image below is a screen shot of the Task Manager from within a VM. In the figure below, 

VP3 is clearly being fully utilized and cannot support any additional traffic processing, even though it has 8 

VP allocated. 

 

Figure 6 ð A single vCPU being fully utilized processing network traffic 

Fortunately this problem was not new. Prior to this release, there was a similar situation with the introduction 

of multi -core machines for physical workloads. That experience had produced Receive Side Scaling (RSS). 

RSS spreads traffic from the network interface card (NIC), based on TCP flows, and to  multiple processors 

for simultaneous processing of TCP flows. I will not go in to the details of RSS but inquiring minds can read 

more on RSS at this link, Receive Side Scaling. This enabled physical workloads to optimally utilize 

bandwidth and cores available. 

Similar to how RSS distributes networking traffic to multiple cores in physical machines, vRSS spreads 

networking traffic to multiple VPs in each VM by enablin g RSS inside the VM. With vRSS enabled, a VM is 

able to process traffic on multiple VPs simultaneously and increase the amount of throughput it is able to 

handle. 

http://technet.microsoft.com/en-us/library/hh997036.aspx
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vRSS is managed in the VM the same way RSS is managed on a physical machine. In the VM open a 

PowerShell instance with administrator rights. Type the following cmdlet and substitute your network 

connection in the ðName field or simply use ò*ó to enable across all adapters. 

PS C: \ > Enable - NetAdapterRss ïName ñEthernetò 

Rerunning the same test as shown above now gives much improved results. Again, the Task Manager from 

the VM is shown. The processing is now distributed to all the VPs and the VM is handling 9.8 Gbps of 

network traffic, double the previous throughput and ef fectively line rate on the 10G NIC. The best part about 

this new feature is it doesnõt require anyone to install or replace any hardware; this was all done by 

maximizing the use of existing resources in the server. 

 

Figure 7 ð All vCPUs being utilized to process network traffic 

One thing to be aware of, is that vRSS is not enabled by default on any VMs. There are extra calculations 

that must be done to accomplish the spreading which leads to higher CPU utilization in the host. This means 

that small VMs with minimal or average network traffic will not want to enable this feature. This feature is 

meant for VMs that process high network traffic like file servers or gateways. 

Requirements  

To utilize vRSS inside a virtual machine, youõll need the following: 

¶ Windows Server 2012 R2 Hyper-V or Hyper-V Server 2012 R2 

¶ VMQ-capable NIC for the Hyper-V Switch 

¶ RSS enabled within the Guest OS NIC Properties 

 

Why This Matters  

In the past, VMs might have trouble achieving network throughput approaching 10Gbps due 

to the  processing load on a single CPU core. vRSS alleviates this problem by spreading the 

processing across multiple cores on the host and multiple cores on the VM .  This allows VMs 

to sustain a greater networking traffic load  and gives customer the confidence they need to 

virtualize those network -intensive workloads.  
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Dynamic Virtual Machine Queue 

The Virtual Machine Queue (VMQ) is a hardware virtualization technology for the efficient transfer of 

network traffic to a virtualized host OS. A VMQ capable NIC classifies incoming frames to be routed to a 

receive queue based on filters which associate the queue with a VMõs virtual NIC.  Each virtual machine 

device buffer is assigned a VMQ, which avoids needless packet copies and route lookups in the virtual 

switch. 

Essentially, VMQ allows the hostõs single network adapter to appear as multiple network adapters to the 

virtual machines, allowing each virtual machine its own dedicated network adapter. The result is less data 

in the hostõs buffers and an overall performance improvement to I/O operations.  

These hardware queues may be affinitized to different CPUs thus allowing for receive scaling on a per-VM 

NIC basis. Windows Server 2008 R2 allowed administrators to statically configure the number of processors 

available to process interrupts for VMQ. 

 

Figure 8 ð Hyper-V Host Processing Network Traffic on CPU0 with no VMQ Enabled 

Without VMQ  - the Hyper-V virtual switch is responsible for routing and sorting of packets that are inbound 

to the VMs. This can lead to a lot of CPU processing for the virtual switch on heavily loaded Hyper-V hosts.  

Without VMQ technology and RSS, a majority of the network processing would burden CPU0 and would 

ultimately limit the scale of the solution . 

 

Figure 9 ð Hyper-V Host Processing Network Traffic across multiple cores with VMQ Enabled 

With VMQ  - When VMQ is enabled, a dedicated queue is established on the physical network adapter for 

each virtual network adapter that has requested a queue. As packets arrive for a virtual network adapter, 

the physical network adapter places them in that network adapterõs queue. When packets are indicated up, 

all the packet data in the queue is delivered directly to the virtual network adapter. Packets arriving for 

virtual network adapters that donõt have a dedicated queue, as well as all multicast and broadcast packets, 
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are delivered to the virtual network in the default queue. The virtual network handles routing of these 

packets to the appropriate virtual network adapters as it normally would.   This reduces a significant amount 

of CPU overhead on the host associated with network traffic as it spreads the load over multiple cores. 

 

Figure 10 ð Hyper-V Host Processing Network Traffic Dynamically Across Multiple Cores with DVMQ 

With Dynamic VMQ  ð First introduced in Windows Server 2012, DVMQ dynamically distributes incoming 

network traffic processing to host processors (based on processor usage and network load). In times of 

heavy network load, Dynamic VMQ automatically recruits more processors. In times of light network load, 

Dynamic VMQ relinquishes those same processors. VMQ spreads interrupts for network traffic across 

available processors. In Windows Server 2012 and Windows Server 2012 R2, the Dynamic VMQ capability 

allows an adaptive algorithm to modify the CPU affinity of queues without the need of removing/re -creating 

queues. This results in a better match of network load to processor use, resulting in increased network 

performance. 

Requirements  

To utilize Dynamic VMQ, youõll need the following: 

¶ Windows Server 2012 with Hyper-V, Windows Server 2012 R2 with Hyper-V, Hyper-V Server 2012 or 

Hyper-V Server 2012 R2 

¶ VMQ-capable NIC for the Hyper-V Switch 

 

Why This Matters  

To drive the highest levels of performance for virtualized workloads , the underlying host OS 

needs to operate as efficiently as possible , especially when under pressure from multiple 

heavily -laden virtual machines.  With Dynamic VMQ , customers can take advantage of VMQ 

capable network cards to more efficiently process the networ k traffic utilizing the different 

cores in the host system .  With this being dynamic in Windows Server 2012 R2, this ensures 

the best use of resources on the host, and ensures the virtual machines operate as efficiently 

as possible.  

Single-Root I/O Virtualization 

Single Root I/O Virtualization (SR-IOV) is an open standard introduced by the PCI-SIG, the special-interest 

group that owns and manages PCI specifications. SR-IOV works in conjunction with system chipset support 
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for virtualization technologies th at provide remapping of interrupts and Direct Memory Access, and enables 

assignment of SR-IOV-capable devices directly to a virtual machine. 

As discussed earlier, customers are looking to virtualize their most network-intensive workloads, yet without 

capabilities like vRSS, and Dynamic VMQ, it can provide very difficult to achieve the same kind of 

performance youõd expect in the physical world, inside VMs.  This is typically due to the CPU overhead of 

processing NIC interrupts and DMA requests, along with heavy Hyper-V Switch activity which also 

contributes towards higher levels of CPU usage. 

Hyper-V in Windows Server 2012 introduced  support for SR-IOVðcapable network devices and lets an SR-

IOV virtual function of a physical network adapter be assigned directly to a virtual machine. This increases 

network throughput and reduces network latency while also reducing the host CPU overhead that is 

required for processing network traffic. The following figure shows the architecture of SR-IOV support in 

Hyper-V. 

 

Figure 11 ð SR-IOV High Level Architecture ð Virtual Function enabled within the VM 

Essentially, SR-IOV works by remapping bypassing the Hyper-V Extensible Switch and mapping virtual 

network functions from the physical  NIC directly to the VM, in essence, bypassing the Hyper-V Switch. 

SR-IOV & Live Migration  

In this scenario, we will walk through how the SR-IOV configuration is handled  during a live migration  of a 

VM from one host to another.  After the Hyper-V guest is started, network traffic flows over the synthetic 

data path. If the physical network adapter supports the single root I/O virtualization (SR-IOV) interface, it 

can enable one or more PCI Express (PCIe) Virtual Functions (VFs). Each VF can be attached to a Hyper-V 

child partition. When this happ ens, network traffic flows over the hardware-optimized SR-IOV VF Data Path. 

When a Live Migration is initiated, a VF failover occurs, from SR-IOV VF, to the native synthetic data path, 

and traffic then flows over the synthetic data path , out through the Hy per-V Switch. 

The transition between the VF and synthetic data paths occurs with minimum loss of packets and prevents 

the loss of TCP connections. 

The VM is then live migrated, during which time, the VM remains accessible on the network, but always via 

the synthetic data path.  Upon reaching the new target host, should the new host have SR-IOV functionality 

enabled, as per the source host, the VM will automatically be assigned a VF from the SR-IOV NIC, and traffic 

will failover to pass via the VF inside the VM, as oppose to the synthetic data path.  If however, the new host 

does not have SR-IOV capable hardware, the VM will simply continue to utilize the synthetic data path. 

Requirements  
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To utilize SR-IOV within a virtual machine, youõll need the following: 

¶ Windows Server 2012 with Hyper-V, Windows Server 2012 R2 with Hyper-V, Hyper-V Server 2012 or 

Hyper-V Server 2012 R2 

¶ A physical host system that supports SR-IOV (such as Intel VT-d2), including chipset support for interrupt 

and DMA remapping and proper firmware support to enable and describe the platformõs SR-IOV 

capabilities to the operating system.  SR-IOV may need to be enabled in the BIOS. 

¶ An SR-IOVðcapable network adapter and driver in both the management operating system (which runs 

the Hyper-V role) and each virtual machine where a virtual function is assigned. 

 

Why This Matters  

SR-IOV is another example of deep integration with hardware innovation.  By integrating 

with hardware investments, customers can protect their investment , whilst driving even  

higher levels of performance .  In this case, networking performance, resulting in higher 

bandwidth and throughput to a VM , and reduced latency and CPU usage . 

Itõs important for customers also, that with Hyper-V, we provide the highest levels of 

performanc e, but donõt sacrifice agility.  This is why we ensured that SR -IOV worked 

seamlessly with Live Migration, ensuring that even network -intensive workloads can be 

migrated without loss of TCP connectivity . 

Enhanced Resource Management 

Windows Server 2012 provided administrators with a number of new and powerful capabilities to manage 

and allocate resources quickly and efficiently.  From controlling virtual machine memory to increase host 

density, through to ensuring SLAs can be met with granular bandwidth management controls, these 

powerful capabilities helped IT administrators optimize their infrastructure.  In Windows Server 2012 R2, 

these capabilities have been refined, and enhanced to provide even greater levels of capability for the IT 

administrator. 

Dynamic Memory 

Dynamic Memory, introduced in Windows Server 2008 R2 with SP1, helps IT administrators manage 

physical memory more efficiently. With Dynamic Memory, Hyper-V treats memory as a shared resource 

that can be automatically reallocated among runnin g virtual machines. Dynamic Memory adjusts the 

amount of memory available to a virtual machine based on changes in memory demand and values that 

the IT administrator specifies. 

Dynamic Memory in Windows Server 2008 R2 Hyper-V, included two key settings.  The first was known as 

òstartup memory,ó which was defined as the minimum amount of memory that a virtual machine could 

have. Windows however, typically requires more memory during startup than at steady state.  The second 

setting was òmaximum memoryó, which, as the name suggests, was the maximum amount of memory that 

the VM would ever receive at any one time.  These were both static values, in the sense that you could set 

them whilst the VM was switched off, but as soon as the VM was powered on, the settings remained as 

they were. 

This locking of the settings meant that a memory upgrade would require shutting down the virtual 

machine.  This is a common challenge for administrators who frequently have to upgrade the maximum 
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amount of memory for a virtual mach ine as demand increases. For example, consider a virtual machine 

running SQL Server and configured with a maximum of 8 GB of RAM. With an increase in the size of the 

databases and increased transactions, the virtual machine now requires more memory. In Windows Server 

2008 R2 with SP1, you must shut down the virtual machine to perform the upgrade, which requires 

planning for downtime and decreasing business productivity.  

Fast-growing organizations whose workloads are rapidly expanding often need to add more  virtual 

machines to their hosts. These organizations want to optimize the number of virtual machines they can 

place on a host server to minimize the number of expensive host servers that they need. With the Hyper-V 

Dynamic Memory improvements in Windows Server 2012 R2, IT administrators can now allocate virtual 

machine memory resources more efficiently and dramatically increase virtual machine consolidation 

ratios. 

With Windows Server 2012 R2, Dynamic Memory has a new configuration option, òminimum memory.ó 

Minimum memory lets the administrator specify a value lower than the òstartup memoryó, thus allowing 

Hyper-V to reclaim the unused memory from the virtual machines after startup. This can result in 

increased virtual machine consolidation numbers, especially in VDI environments. 

In addition, these settings are no longer locked, meaning an administrator can adjust, whilst the VM is 

running, both the minimum and maximum VM memory. This means that in the example we discussed 

earlier, with a database with growing demand, the IT Administrator can increase the maximum memory 

for that particular VM, allowing it to meet the increased demand, all without downtime.  

Smart Paging  

Windows Server 2012 also introduces Hyper-V Smart Paging for robust virtual machine restart. Although 

minimum memory increases virtual machine consolidation numbers, it also brings a challenge. If a virtual 

machine has a smaller amount of memory than its startup memory and it is restarted, Hyper-V needs 

additional memory to restart the machine.  Due to host memory pressure or virtual machinesõ states, 

Hyper-V may not always have additional memory available. This can cause sporadic virtual machine restart 

failures in customer environments. In Windows Server 2012 R2, Hyper-V Smart Paging is used to bridge 

the memory gap between minimum memory and startup memory and let virtual machines restart rel iably. 

Hyper-V Smart Paging is a memory management technique that uses disk resources as additional, 

temporary memory when more memory is required to resta rt a virtual machine. This approach has both 

advantages and drawbacks. It provides a reliable way to keep the virtual machines running when no 

physical memory is available. However, it can degrade virtual machine performance because disk access 

speeds are much slower than memory access speeds. 

To minimize the performance impact of Smart Paging, Hyper-V uses it only when all of the following 

occur: 

¶ The virtual machine is being restarted. 

¶ No physical memory is available. 

¶ No memory can be reclaimed from other virtual machines that are running on the host.  

Hyper-V Smart Paging is not used when: 

¶ A virtual machine is being started from an off state (instead of a restart). 

¶ Oversubscribing memory for a running virtual machine would result.  

¶ A virtual machine is failing over in Hyper-V clusters. 
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Hyper-V continues to rely on internal guest paging when host memory is oversubscribed because it is 

more effective than Hyper-V Smart Paging. With internal guest paging, the paging operation inside virtual 

machines is performed by Windows Memory Manager. Windows Memory Manager has more information 

than the Hyper-V host, about memory use within the Guest OS, which means it can provide Hyper-V with 

better information to use when it chooses the memory to be paged. Because of this, internal guest paging 

incurs less overhead to the system than Hyper-V Smart Paging. 

The figure on the following page shows the mapping of memory for a virtual machine that is being 

restarted by using Hyper-V Smart Paging. 

 

Figure 12 ð Hyper-V Smart Paging 

To further reduce the impact of Hyper-V Smart Paging, after a virtual machine completes the startup process, 

Hyper-V removes memory from the virtual machine, coordinating with Dynamic Memory components inside 

the guest (a process sometimes referred to as òballooningó), so that the virtual machine stops using Hyper-

V Smart Paging. With this technique, use of Hyper-V Smart Paging is temporary, and is not expected to be 

longer than 10 minutes. 

The following  figure shows Hyper-V removing memory from the virtual machine after it completes the 

startup process. 

 

Figure 13 ð Removing paged memory after virtual machine restart 

Also note the following about how Hyper -V Smart Paging is used: 

¶ Hyper-V Smart Paging files are created only when needed for a virtual machine. 

¶ After the additional amount of memory is removed, Hyper -V Smart Paging files are deleted. 


















































































































































































