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Docker, Docker, Docker

» Containers == Docker
» Containers have been around for many years

* Docker Inc. did not invent them
» created open source software to build and manage containers

> * Docker makes containers easy
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Docker provides a container packaging format



Docker CLI

Command-line interface for Docker, available for Linux, OS

X, and Windows (available separately or as part of Docker
Toolbox)

o BN Command Prompt — O >
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D:“Docker>docker —H 127.8.8.1:2237% images
O
O TAG IMAGE ID CREATED
latest S5hddciBBdcd? About an hour ago
< latest achZ26a35%6cad 5 hours ago
S 127.8.8.1:22375% ps —a
N ) P IMAGE COMHMAND CREATED
”’sz_yf’ g T— TR a4 PORTE MAMES

uhuntu—convert "shinshash" 5 minutes ago
ago syarm—agent—CFC?D3IEAAAAAA.-unbhunt
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Docker Terms

» Application = A combination of Services
» Service = provided by 1 or more containers
« Container = a running instance of an image

. * |mage = basis for a container, generated from Dockerfile
o . . .
>+ Dockerfile = describes an image

O . Container Registry = online portal for images
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Docker Architecture
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Docker - Boxes in Boxes

Dockerfile
A Dockerfile describes an Image

An instance of an Image is a Container

One or more running Containers offer a Service

Dependencies of Services are defined via in a Docker Compose File (*.yml)

A Docker compose file describes an Application

An Application is running on one or more Nodes



Demo:
Docker Basics



Why should we care?




Container advantages in a nutshell

 It's faster
* It's more portable
|t improves the dev cycle

|t improves the ops cycle

> ¢ It promises to help make you more agile
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Basis object oriented Concepts

Loose Coupling
* A change in one service does not require a change in another

High Cohesion

 Related behavior sits together, unrelated behavior sits separately
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The challange

* Docker allows to spin up services easily

* Assumption:

* Let’s say I have a cluster of machines.
* Let’s say | have my application split into components

» What machine should my containers run on?
* How many instances of a specific service do | need?
* How do they get to know each other?



Orchestrators




Orchestrators

 Kubernetes
e Docker Swarm

* Mesosphere DC/OS
e ...and others
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Clustering with Docker Swarm
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Clustering with Kubernetes
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Clustering with DC/OS
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Azure Contalner Service
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Azure Container Service - Boxes in Boxes

One or more Container represent the Application

The application (s running on one or more Nodes (VMs)

VMs organized in VM Scale Sets

VM Scale Sets are a part of the Infrastructure

The infrastructure encapsulated in a Resource Group




Demo:

ACS Setup & Connect
Deploy an App

Scale Containers
Scale Infrastructure



ACS Scaling

e azure acs scale -g dmxtsacsswarm2 -n containerservice-
dmxtsacsswarm2 -0 5

e azure acs show -g dmxtsacsswarm2 -n containerservice-
dmxtsacsswarm?

* docker info



Azure Container Registry




Azure Container Registry

 Store and manage images for all types of container
deployments

« Automated Container Builds, Testing and Security Scanning
(via VSTS)

« Store your container image in local, network-close storage
on Azure

* Docker CLI push/pull
* Azure AD Support
* Linux & Windows Container



Azure Container Service

.. meets DevOps



Containers

Creation, deployment, and ma

Developers update, iterate,
and deploy updated containers

Physical/Virtual Servers

W\

Developers build and test
apps in containers, using
development environment

Operations collaborates with developers
to provide app metrics and insights

V(S

Containers pushed to
central repository
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Operations automates
deployment and monitors
deployed apps from
central repository



The DevOps experience

Fast iteration

Rapid deploy

SysAdmin ease

How do you empower developers to create innovative
applications at a competitive rate without disrupting Containers
IT's ability to manage servers and maintain control?




Links

Azure Container Service

https://blogs.msdn.microsoft.com/dmx/2016/09/26/setting-up-port-forwarding-into-azure-container-services-

with-ubuntu-bash-on-linux-subsystem-on-windows-10/

ACS Engine
https://github.com/Azure/acs-engine

DevOps with ACS

https://azure.microsoft.com/en-us/blog/continuous-integration-and-deployment-to-azure-container-service/
https://docs.microsoft.com/en-us/azure/container-service/container-service-setup-ci-cd

SSH into ACS with Bash On Windows

D

<:><on linux-subsystem-on-windows-10/

O Azure Blog

O O https://azure.microsoft.com/en-us/blog/azure-container-service-the-cloud-s-most-open-option-for-containers/
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https://blogs.msdn.microsoft.com/dmx/2016/09/26/setting-up-port-forwarding-into-azure-container-services-with-ubuntu-bash-on-linux-subsystem-on-windows-10/
https://github.com/Azure/acs-engine
https://azure.microsoft.com/en-us/blog/continuous-integration-and-deployment-to-azure-container-service/
https://docs.microsoft.com/en-us/azure/container-service/container-service-setup-ci-cd
https://azure.microsoft.com/en-us/blog/azure-container-service-the-cloud-s-most-open-option-for-containers/

Summary

Azure Contaliner Service

. simplifies creation, configuration, management
of container clusters

. uses open source technologies
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Vielen Dank

Daniel Meixner
ALM Architekt

@danielmeixner
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