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[bookmark: _Toc299727663][bookmark: _Toc346547410][bookmark: _Toc379985607]Test Plan Overview
To assess and validate the capacity planning requirements of a Lync Server 2013 deployment, we recommend that you perform a stress testing exercise using The Lync Server 2013 Stress and Performance Tool (LSS).
LSS is a toolset that allows organizations planning to deploy Lync Server 2013 to perform a stress test of a design that will be deployed on a target deployment infrastructure (server, storage, and network) based on their specific usage pattern. The LSS can simulate all Lync Server workloads or just specific workloads, such as instant messaging (IM) and presence, application sharing, audio conferencing, and mobility, with a particular scale target.
This test plan will take you through the steps required to plan and conduct a Lync Server 2013 stress testing exercise, and it will help you analyze the results in order to conclude whether the initial capacity plan is sound or requires adjustment. 
[bookmark: _Toc299727664][bookmark: _Toc346547411][bookmark: _Toc379985608]Objectives
The objectives of the test plan are:
Identify the activities required to prepare for and conduct testing
Identify configuration controls and metrics
[bookmark: _Toc299727665][bookmark: _Toc346547412][bookmark: _Toc379985609]Test Approach and Assumptions
A stress testing exercise using LSS must be performed against the same target deployment infrastructure (server, storage, and network) that you intend to use for production implementation, and it must be performed in an isolated lab environment.
Since LSS provides only the tools to provision users and simulate user loads, your stress testing exercise must also involve the  proper design and deployment of a Lync Server 2013 implementation with its supporting infrastructure (such as Active Directory, Certificate Services, Office Web Apps Server, load balancer, and reverse proxy).
A stress testing exercise using LSS is typically performed right after the completion of the technical design and before taking the design into pilot. The design, with its supporting infrastructure, should be deployed in the lab environment for functional and nonfunctional testing first. You can then perform stress testing to validate capacity planning.
[bookmark: _Toc379985610][bookmark: _Toc299727666][bookmark: _Toc346547413]Lync Server 2013 Stress and Performance Tool Overview
For details about LSS, see  http://technet.microsoft.com/en-us/library/jj945609.aspx.
In summary, LSS provides the following:
User Provisioning Tool (UserProvisioningTool.exe) to perform the following tasks:
· Create LSS Active Directory user objects. The user naming convention can be customized as needed, and the user objects index will be appended at the end of the user name.
· Enable LSS Active Directory user objects as Lync-enabled user.
· (Optional) Enable Enterprise Voice for the LSS Lync-enabled users with the defined phone area code prefix as a Line URI value.
· Modify contact lists of each individual LSS Lync-enabled users based on the defined parameters (average contacts per user, average contact groups per user, and federated/cross pool contacts percentage).
· Create LSS Active Directory distribution group objects and add LSS Lync-enabled users as members of those distribution groups based on the defined parameters.
· Generate CSV files to be utilized as input files for the E-911 Location Database, covering wireless access point, subnet, port, and switch network elements, and an XML file to be used when simulating LIS user loads. The process of populating the E-911 Location Database must be handled separately using the appropriate Lync Management Shell cmdlets.

Load Configuration Tool (UserProfileGenerator.exe) to generate stress profiles (in the form of .xml files) and batch files to run the stress test, based on several input parameters covering the number of stress client machines, number of users to be simulated, and workloads to be included as part of the stress testing exercise.

Lync Performance Tool (LyncPerfTool.exe) that will simulate user loads based on the stress profiles generated by Load Configuration Tool.
	
In addition, LSS includes all resource files used by Lync Performance Tool when simulating user loads, such as the instant message text, audio files, video files, and PowerPoint files.
Sample configuration scripts are included (look for the scripts in %ProgramFiles%\Microsoft Lync Server 2013\LyncStressAndPerfTool\Doc folder) to set up your Lync environment to support stress testing using LSS. Depending on the user loads that will be simulated, you will need to modify these sample configuration scripts, such as ResponseGroupConfiguration.ps1 and LisConfiguration.ps1.
You can also make the necessary changes in your Lync environment manually. However, keep in mind that LSS requires the test elements to use sequential numbers as an index. For example, if you create multiple Response Group workflows with the naming convention RgsWorkFlow, to simulate the test of 20 Response Group workflows, the SIP addresses must be set to RgsWorkFlow0@contoso.com, RgsWorkFlow1@contoso.com, and so on up to RgsWorkFlow19@contoso.com.
[bookmark: _Toc379985611]Test Environment Specification
When you design a Lync Server 2013 implementation, factors such as number of users, functional requirements (such as IM and Presence, conferencing, Enterprise Voice, mobility, external access, etc.), and nonfunctional requirements, such as high availability and site resiliency, influence the Lync Server 2013 topology—such as the required server roles, number of servers, and the supporting infrastructure to support the overall solution.
Stress testing using LSS requires stress client machines that run Lync Performance Tool (LPT) to generate various user workloads. The tool is also capable of simulating a PSTN gateway, and it requires a dedicated stress client machine for this purpose.
Simulation of external access requires separate stress client machines that are placed in front of an Edge server external interface. This ensures that the simulation of media-related workloads traverse Lync Edge Server.
To complement the simulated workloads, consider using control client machines to validate the user experience using an actual Lync client connected against the test environment under load. At a minimum, you must dedicate five control client machines equipped with the proper input devices (microphone and webcam) if you intend to validate a multiview user experience. If applicable, some of the control client machines should be placed on the external network to ensure media-related workloads traverse the Edge Server.
[bookmark: _Toc379985612]Example Scenario
The following example of a Lync Server 2013 design supports IM and Presence, conferencing, Enterprise Voice, mobility, and external access. High availability is considered in the design, and the expected number of users to be supported by the design is 4,500. In this example, it is assumed users are making one PSTN call per hour. Based on the supplied information, the topology will consist of:
An Enterprise Edition pool with three Front End servers with collocated Mediation Server.
A pair of SQL Server 2012 Standard Edition Back End Servers with a SQL Server 2012 witness.
An Edge pool with two Edge Servers.
An Office Web Apps Server farm with two Office Web Apps servers.

The topology also includes:
Hardware Load Balancer
Reverse Proxy
PSTN gateway

To stress test Lync Server using LSS, it is best to use an isolated lab environment. The stress testing lab needs to include:
Active Directory Domain Services domain controllers
Active Directory Certificate Services root certification authority

As to planning the stress client machines, we recommend that you simulate no more than 4,500 endpoints per stress test client machine. In this scenario, we are simulating 4,500 users, but using a 40 percent multiple point of presence (MPOP) ratio, giving us 6,300 endpoints. As such, a single stress client machine is not sufficient.

Important
Client hardware requirements for the stress client machine are defined in the following article: http://technet.microsoft.com/en-us/library/jj945592.aspx.
While the minimum hardware requirements meet most stress testing scenarios, in certain cases, you need to increase either the CPU, memory, or both of the stress client machine. Monitor the CPU and memory utilizations of the stress test client machine, and increase the resources to ensure proper user loads are generated by the stress test client machines. 

Based on these factors, five stress client machines will be deployed in the lab environment.

To plan for the control client machines, the minimum number of five control client machines are used with three control client machines placed in the internal network, and two control client machines are placed in the external network.

The following overall components are required in the isolated lab environment for the purpose of this Lync Server stress testing exercise using LSS.



Figure 1 - Example scenario test environment design
[bookmark: _Toc379985613]Preparing for a Lync Server Stress Test Exercise
The steps to prepare to perform a Lync Server stress test exercise using LSS include:
Provisioning LSS user accounts, contacts creation, distribution list creation, and Location Information Service (LIS) configuration.
Defining and generating LPT load configuration.
Placing and fixing LPT load configuration files.
[bookmark: _Toc379985614]Provisioning
To perform a Lync Server stress testing exercise, you must capture the following information before running the User Provisioning Tool.

	User Creation
	Value
	Example

	Front-End Pool FQDN
	 
	lyncpool01.contoso.com

	User Name Prefix
	 
	lyncpool01-user

	Password
	 
	pass@word1

	SIP Domain
	 
	contoso.com

	Account Domain
	 
	contoso.com

	Organizational Unit
	 
	lyncpool01-users

	Phone Area Code
	 
	+1425

	Voice Enabled
	 
	Enabled

	Number of Users
	 
	4505

	Start Index
	 
	0



	Contacts Creation
	Value
	Example

	Average Contacts per User
	 
	50

	Fixed
	 
	Disabled

	Average Contact Groups per User
	 
	5

	Federated / Cross Pool Contacts Percentage
	 
	0

	Federated / Cross Pool User Prefix
	 
	lyncpool01-user

	Federated / Cross Pool User SIP Domain
	 
	fabrikam.com



	Distribution List Creation
	Value
	Example

	Number of Distribution Lists
	 
	13500

	Distribution List Prefix
	 
	lyncpool01-DL

	Minimum Members in a Dist. List
	 
	2

	Maximum Members in a Dist. List
	 
	500



	Location Info Service Config
	Value
	Example

	Number of Addresses
	 
	100

	Offices Per Address
	 
	100

	Number of WA Points
	 
	100

	Number of Subnets
	 
	100

	Number of Switches
	 
	100

	Number of Ports
	 
	100

	Civic Address Details
	 
	 

	Company Name
	 
	Contoso Corporation

	Street Name
	 
	163rd

	Street Name Suffix
	 
	Ave

	Post Directional
	 
	NE

	City
	 
	Bellevue

	State
	 
	WA

	Zip Code
	 
	99234

	Country
	 
	US



Notes:
You must create the OU (organizational unit) to be used for LSS before starting the user creation process.
The Lync Server 2013 pool must be operational in order for the user creation process to be completed successfully.
The amount of time required to create the users depends on the performance of your Active Directory Domain Services Domain Controllers and your Lync Server 2013 Front End Servers.
Line URI will be configured using 12-digit E.164 format, prefixed with the value entered as Phone Area Code and trailing seven digits (for example, if +1425 is used as Phone Area Code, then when voice-enabling 4,500 users, the Line URI will start from: +14250000000, +14250000001, and so on up to +14250004499).
Make sure the phone number is not in conflict with existing test users or when you create Dial-in Conferencing phone numbers.
Your number of users needs to reflect the number of users for stress testing and also the number of users for the control client machines.
User Provisioning Tool creates LIS configurations in the form of .csv files that define the subnets, wireless access points, switches, and ports.
In addition, Locations0.xml file will be generated to be used by Lync Performance Tool when simulating LIS user loads.

After all tables are completed, use the User Provisioning Tool, enter the values of the captured information into the tool, and run Create Users, Create Contacts, Create Distribution Lists, and Generate LIS Config Files sequentially.
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Figure 2 -  User Provisioning Tool: User Creation
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Figure 3 - User Provisioning Tool: Contacts Creation
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Figure 4 - User Provisioning Tool: Distribution List Creation
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Figure 5 - User Provisioning Tool: Location Info Service Config

Important
The time it takes to complete the whole provisioning process is highly dependent on the performance of your Lync Front End servers and Active Directory Domain Services Domain Controllers.

[bookmark: _Toc379985615][bookmark: _Toc299727672]Load Configuration
The next step after completing the provisioning process is to create LPT load configurations to simulate the target user loads for stress testing against your Lync Server implementation.

Note
To be able to complete the load configuration step, refer to your Lync Server 2013 topology to supply the required information—such as the Lync Server 2013 pool name and port number, Edge pool name and port number, Internal and External Web Services URL, central site name, etc.

[bookmark: _Toc379985616]Load Configuration: Common Configuration
Use the first tab of the Load Configuration tool to define the number of stress client machines, the user settings that were used during the provisioning step, and the target FQDNs and port numbers of the Front End pool and Edge pool. The values entered in this tab are used to correctly configure the LPT load configuration files.

[image: ]
Figure 6 - Load Configuration Tool: Common configuration

Notes:
We recommend that you use a single stress client machine for no more than 4,500 endpoints, keeping in mind that MPOP percentage is also counted towards that limit. For example, to conduct a stress test exercise for a 4,500-user topology with a 40 percent MPOP ratio, you need at minimum two stress client machines.
Each PSTN gateway simulator requires a single stress client machine. The number of simultaneous voice calls that can be generated depends on the processor configuration of the PSTN gateway simulator stress client machine. From observation, a quad-core stress client machine can support up to 667 simultaneous voice calls.
In the example above, one stress client machine is included as PSTN gateway simulator, so in total you will need to prepare three stress clients machines for the purpose of conducting the a Lync stress test exercise using LSS.
The stress client machines to simulate external access do not need to be included when using this tool. Stress profiles generated by the tool include both internal and external stress profiles, and you must manually copy the stress profiles to the appropriate stress client machines.
You must specify only the LSS users for the value of Number of Users, and do not include the users created for the control client machines.

[bookmark: _Toc379985617]Load Configuration: General Scenarios
The next tab, General Scenarios, allows you to choose the type of user loads to be simulated as part of stress testing exercise, covering:
Instant Messaging and Presence
Audio Conferencing—while the title includes “audio”, choosing this option will also simulate Video conferencing
Application Sharing
Data Collaboration
Distribution List Expansion
Address Book Web Query
Response Group Service
Location Information Services

Some types of user loads enable you to specify the load level: Disabled, Low, Medium, High, Custom, and Enabled. 
Disabled and Enabled are self-explanatory. The Low, Medium, and High settings determine the amount of conversations occurring per hour for that particular type of user load. For maximum flexibility of configuring the stress test load profile, choose Custom, and then configure further using the Advanced window of each type of load.
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Figure 7- Load Configuration Tool: General scenarios

Some types of user loads allow you to enable External, Conf, AdHoc, and Large Conf.
External   Enable this setting to create a stress test configuration for external users signing in through an Edge Server.
Conf   Enable this setting to create a stress test configuration that simulates IM conferencing user loads.
AdHoc   Enable this setting to create a stress test configuration that simulates ad hoc Application Sharing and Data Collaboration conferencing user loads.
Large Conf   Enable this setting to create a stress test configuration that simulates large conferences with up to 250 participants. 

Because the Load Configuration Tool has no direct relationship with the User Provisioning Tool, you must configure advanced options for Distribution List Expansion and Response Group Service user loads.
In the Distribution List Expansion advanced options, modify the DLXPrefix, DLXDomain, and DLXIndexHigh to match the configuration that you used in the User Provisioning Tool.

[image: ]
Figure 8 - Load Configuration Tool: General scenarios DLX advanced options

In the Response Group Service advanced options, modify LocationProfile, RGSUri, and RGSUriSuffixEndIndex to match your topology (central site name) and Response Group configuration. Modify NumberOfRGSCallsPerHour to set the number of RGS Calls per Hour value to be simulated.

[image: ]
Figure 9-  Load Configuration Tool: General scenarios RGSCaller advanced options

Notes:
The default values provided by the tool are assumed to be the settings for a pool with 80,000 users. Adjust the number of RGS workflows (RGSUriSuffixEndIndex) and the number of RGS calls per hour accordingly to fit your scenario.
The Lync Stress Test tool attempts to call RGS using the SIP address defined as the RGSUri value with the index value inserted before the SIP domain notation (for example, sip:lyncpool01-rgs0@contoso.com, sip:lyncpool01-rgs1@contoso.com, and so on until sip:lyncpool01-rgs33@contoso.com). Ensure that you match this behavior when you create RGS workflows for the purpose of RGS user load testing.
The provided ResponseGroupConfiguration.ps1 example script can be leveraged as a starting point to create the required RGS agent groups, queues, and workflows. However you must customize it to ensure that you have the right number of RGS workflows, queues, and agent groups, and the right agent memberships within each RGS agent group created by the script.

[bookmark: _Toc379985618]Load Configuration: Voice Scenarios
Use the Voice Scenarios tab to choose the type of voice-related user loads to be simulated as part of stress testing exercise, covering:
Voice over IP (VoIP). This covers UC to UC and UC to PSTN stress tests.
UC/PSTN Gateway. This refers to the PSTN gateway simulator.
Conferencing Attendant.
Call Park Service.

Some types of user loads allow you to specify the load level: Disabled, Low, Medium, High, and Custom. Disabled is self-explanatory. The Low, Medium, and High settings specify the amount of conversations occurring per hour for that particular type of user load. For maximum flexibility of configuring the stress test load profile, choose Custom, and configure further using the Advanced window of each type of load.

[image: ]
Figure 10-  Load Configuration Tool: Voice scenarios

Because the Load Configuration Tool has no direct relationship with the User Provisioning Tool and your Lync Server 2013 topology, you must configure advanced options for VoIP, Conferencing Attendant, and Call Park Service user loads to ensure the tests are in-line with your Lync Server 2013 configuration (Enterprise Voice dial plan, Line URI numbering, normalization rules, voice routes, etc.).
In the VoIP advanced options, modify LocationProfile and PhoneAreaCode to match your topology (central site name) and user configuration.

[image: ]
Figure 11 - Load Configuration Tool: Voice scenarios VoipUCUC advanced options

For Conferencing Attendant user load configuration, enter the correct telephony number that you have configured for Dial-in Conferencing.
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Figure 12 - Load Configuration Tool: Voice scenarios CAA telephone number

In the Conferencing Attendant advanced options, make sure LocationProfile matches your topology (central site name).

[image: ]
Figure 13 - Load Configuration Tool: Voice scenarios CAA advanced options

In the Call Park Service advanced options, modify PhoneAreaCode to match your Enterprise Voice configuration.

[image: ]
Figure 14-  Load Configuration Tool: Voice scenarios CPS advanced options

After modifying the user load configurations, add Mediation Server configuration to ensure the PSTN gateway simulator is targeting the mediation server in your topology.

[image: ]
Figure 15 - Load Configuration Tool: Voice scenarios information for PSTN and mediation server

Notes:
The Load Configuration Tool does not support the configuration of the PSTN gateway simulator using SIP/TLS and SRTP. Make sure you enable TCP support when you configure the mediation server settings on your Lync Server 2013 topology.
The Load Configuration Tool can only create the load configuration for a single PSTN gateway simulator for each mediation server or pool. To simulate more than 667 simultaneous voice calls, you need to increase the number of processors available to the PSTN gateway stress client machine or prepare additional PSTN gateway stress client machine and use the same load configuration file in each stress client machine. To distribute the load generated by the PSTN gateway simulator, divide the ConversationPerHour value evenly between each PSTN gateway stress client machines, and modify the load configuration XML files manually.

[bookmark: _Toc379985619]Load Configuration: Reach
The Reach tab allows you to choose the type of Lync Web App-related user loads to be simulated as part of stress testing exercise, covering:
Application Sharing
Data Collaboration
Instant Messaging
Voice Conferencing

Some types of user loads allow you to specify the load level: Disabled, Low, Medium, High, and Custom. Disabled is self-explanatory. The Low, Medium, and High settings specify the amount of conversations occurring per hour for that particular type of user load. For maximum flexibility of configuring the stress test load profile, choose Custom, and configure further using the Advanced window of each type of load.

[image: ]
Figure 16 - Load Configuration Tool: Reach

The most important step when setting up load profiles for Lync Web App-related user loads is configuring the General Reach Settings. Use your Front End internal Web Services FQDN as ReachTargetServerUri value.

[image: ]
Figure 17 - Load Configuration Tool: Reach advanced options

[bookmark: _Toc379985620]Load Configuration: Mobility
Use the Mobility tab to configure the UWCA-based user loads that are to be simulated by the Lync Performance Tool:
Lync Mobile App Instant Messaging and Presence
Lync Mobile App Peer-to-Peer Audio/Video calls

[image: ]
Figure 18 - Load Configuration Tool: Mobility

Some types of user loads allow you to specify the load level: Disabled, Low, Medium, High, and Custom. Disabled is self-explanatory. The Low, Medium, and High settings specify the number of conversations occurring per hour for that particular type of user load. For maximum flexibility of configuring the stress test load profile, choose Custom, and configure further using the Advanced window of each load type.
The most important step when setting up load profiles for UCWA user loads is configuring the General Mobility Settings. Use your Front End External Web Services FQDN and port number as UcwaTargetServerUri and UcwaTargetServerPort values.

[image: ]
Figure 19 - Load Configuration Tool: Mobility advanced options

Notes:
With the SearchEnabled value set to True, you must set a value for CommaSeparatedSearchString. The default is blank. The value of CommaSeparatedSearchString must match the prefix of the accounts that have been provisioned.
If your LSS lab does not include connectivity to push notification services, ensure that the PnchUserRanges value is not configured. The mobility stress test will fail to start if this parameter is defined while push notification services is not enabled in the topology. 

[bookmark: _Toc379985621]Load Configuration: Summary
After you go through all of the previous tabs, the Summary tab provides you with the list of user load profiles to be generated based on your input.
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Figure 20 - Load Configuration Tool: Summary

Click Generate Files to create the LPT load configuration files. The main folder where the LPT load configuration files are placed uses a date- and time-reference folder name. Multiple subfolders will be created based on the number of stress test client machines that have been defined previously.

[image: ]
Figure 21 - Folder structure of LPT load configuration files generated by the load configuration tool

Within each client folder, except for the folder containing PSTN gateway simulator load configuration file, you will find multiple LPT load configuration files (in XML format) and a batch file to run LPT against the configuration files.
The batch file also registers LPT counters. This is a requirement before you can use LPT to simulate user loads.

Note
You must manually copy the client folders to each stress test client machine and ensure that LSS is installed in all stress test client machines. 


[bookmark: _Toc379985622]Load Configuration: Placement and Fixup
When you simulate all available stress test user loads, there are 32 types of LPT load configuration files.

Types of LPT Load Configuration Files
	Number
	LPT load configuration file type
	LPT load configuration file naming convention

	1
	Response Group Service Callers
	RGSCaller_clientx.xml

	2
	Response Group Service Agents
	RGSAgent_clientx.xml

	3
	Distribution List Expansion
	DL_clientx.xml

	4
	Address Book Server
	ABSQuery_clientx.xml

	5
	Audio Conferencing - Large
	AvLarge_clientx.xml

	6
	Audio Conferencing - AdHoc
	AvAdHoc_clientx.xml

	7
	Audio Conferencing
	AV_clientx.xml

	8
	Audio Conferencing - External
	AvExternal_clientx.xml

	9
	Conferencing Attendant
	CAA_clientx.xml

	10
	VoIP (UC To UC)
	VoipUCUC_clientx.xml

	11
	VoIP (PSTN to UC and vice versa)
	VoipPSTNUC_clientx.xml

	12
	Application Sharing - Large
	AsLarge_clientx.xml

	13
	Application Sharing - Ad-Hoc
	AsAdHoc_clientx.xml

	14
	Application Sharing - External
	AsExternal_clientx.xml

	15
	Application Sharing - Sharer
	ASSharer_clientx.xml

	16
	Application Sharing - Viewer
	ASViewer_clientx.xml

	17
	Location Information Service
	LIS_clientx.xml

	18
	Call Parking Service
	CPS_clientx.xml

	19
	Data Collaboration - Large
	DataCollabLarge_clientx.xml

	20
	Data Collaboration - AdHoc
	DataCollabAdHoc_clientx.xml

	21
	Data Collaboration - Conferencing
	DataCollab_clientx.xml

	22
	Data Collaboration - External
	DataCollabExternal_clientx.xml

	23
	Reach2013 - Instant Messaging
	ReachIM_clientx.xml

	24
	Reach2013 - Data Collaboration
	ReachDataCollab_clientx.xml

	25
	Reach2013 - Application Sharing
	ReachAS_clientx.xml

	26
	Reach2013 - Audio Conferencing
	ReachAV_clientx.xml

	27
	Instant Messaging - Large Conference
	ImLarge_clientx.xml

	28
	Instant Messaging - Conferencing
	ImConferencing_clientx.xml

	29
	Instant Messaging - External
	ImExternal_clientx.xml

	30
	Instant Messaging - Peer to Peer
	IM_clientx.xml

	31
	Mobility - Presence
	MobilityIMP_clientx.xml

	32
	PSTN Gateway Simulator
	PSTNareacode_mediationpoolname.xml



LPT load configuration files to simulate large conferences are placed only on a single stress test machine, and the other stress machines are designated as PSTN gateway simulators. To properly simulate external access scenarios, place the external LPT load configuration files on stress test machines designated as external stress test machines.
In the Contoso example stress test exercise, the placement of the LPT load configuration files will be as depicted in the following table.

LPT Load Configuration Files Placement
[image: ]

There are known bugs with the Load Configuration Tool that require you to fix the LPT load configuration files to be able to conduct a successful Lync Server 2013 Stress Test exercise.
SipAuthMethod   The value for all external LPT load configuration files is set to Kerberos. You must change this to NTLM.
UcwaTargetServerUrl and UcwaTargetServerPort  The values for Mobility LPT load configuration file (MobilityIMP_clientx.xml) are left blank. Use the Lync Pool Web Services External URL as value for UcwaTargetServerUrl and use 443 as the value for UcwaTargetServerPort.
UserNumberBeginning   The value in the Audio Conferencing LPT load configuration file (AV_clientx.xml) refers to the same value in one client and the other—in the Contoso example scenario, AV_client0.xml and AV_client1.xml both use the value of 203 for UserNumberBeginning. Each client file should refer to a different set of users. For example, if AV_client0.xml uses the value 203 for UserNumberBeginning, and UserNumber value is 17, then AV_client1.xml should use the value of 220 for UserNumberBeginning.
All Reach2013 LPT load configuration files (ReachIM_clientx.xml, ReachDataCollab_clientx.xml, ReachAS_clientx.xml, and ReachAV_clientx.xml) are incorrectly configured to enable the UcwaCommonConfiguration module. Disable this by changing the value of Enabled under UcwaCommonConfiguration module to false.
UserNumberBeginning   Value in Instant Messaging - External LPT load configuration file (IMExternal_clientx.xml) refers to the same value in one client and the other—in the Contoso example scenario, IMExternal_client0.xml and IMExternal_client1.xml both use the value of 2458 for UserNumberBeginning. Each client file should refer to a different set of users and not colliding with the previous load configuration file(s). In the Contoso scenario, the last index of user from Instant Messaging Conferencing LPT load configuration file (ImConferencing_client1.xml) is 2458. Therefore, the UserNumberBeginning value of IMExternal_client0.xml must start from 2459. When the UserNumberBeginning value is changed, then InviteUserStartIndex must be modified to match UserNumberBeginning.
InviteUserEndIndex   The value of Instant Messaging - External LPT load configuration file refers to the expected last index of users that are part of Instant Messaging - External LPT user loads—which in the Contoso scenario is 3029. The combination of UserNumberBeginning and UserNumber in both IMExternal_client0.xml and IMExternal_client1.xml LPT load configuration files must result in LSS users coverage with index from 2459 to 3029. To achieve this, reduce the UserNumber value in IMExternal_client0.xml to 285. Therefore, IMExternal_client0.xml will cover user index 2459 to 2743, and IMExternal_client1.xml will cover user index 2744 to 3029.
Instant Messaging - Peer to Peer (IM_clientx.xml) and Mobility - Presence (MobilityIMP_clientx.xml) LPT load configuration files cover the same user index, and UserNumberBeginning value for both Instant Messaging - Peer to Peer (IM_clientx.xml) and Mobility - Presence (MobilityIMP_clientx.xml) LPT load configuration files must be configured to continue from the last index of Instant Messaging - External LPT load configuration. In the Contoso example, UserNumberBeginning for IM_client0.xml and MobilityIMP_client0.xml must be set to 3030. Ensure that the combination of UserNumberBeginning and UserNumber values of the last LPT load configuration files covers the last index of provisioned in Active Directory.
When changing UserNumberBeginning and UserNumber values in Instant Messaging - Peer to Peer (IM_clientx.xml) and Mobility - Presence (MobilityIMP_clientx.xml) LPT load configuration files, make sure you adjust InviteUserStartIndex and InviteUserEndIndex, and also UcwaUserStartIndex and UcwaUserEndIndex so that the values are within the coverage of LSS users for these particular user load stress tests.

The following table shows the UserNumberBeginning and UserNumber values in all LPT load configuration files after the fixup.

UserNumberBeginning and UserNumber Values Post Fixup
[image: ]

[bookmark: _Toc379985623]Run Client Scripts Customization
Prior to executing a stress testing exercise using LSS, ensure that your Lync Server 2013 implementation is operational and has all settings configured to support the specific user load testing scenarios that you're planning to run against the environment.

While the Load Configuration Tool generates the batch files (RunClientx.bat) to run the LPT against load configuration files created by the tool, you must make additional customizations to ensure the test will run properly.
In essence, the batch files consist of the following tasks:
Register LPT counters (regsvr32 /i /n /s LyncPerfToolPerf.dll)
Run LPT using configuration files created previously with three variances:
· Normal stress client machine (all LPT load configuration files except the Large conference scenario configuration files and the PSTN Gateway simulator configuration file)
· Large conference stress client machine (all LPT load configuration files and LPT load configuration files for Large conference scenarios, except the PSTN Gateway simulator configuration file)
· PSTN Gateway Simulator stress client machine (just the PSTN Gateway simulator configuration file)

As you want to separate stress client machines simulating internal user loads and external user loads, the batch files will need to be modified so that Normal and Large stress client  machines are only running internal LPT load configuration files. You can then copy the original batch files to the external stress client machines and then modify the batch files so they will only run external LPT load configuration files.
Another issue that needs to be considered is that some of the LPT user load scenarios share the same resource files. As the batch files are originally generated in a way that multiple LPT load configuration files are loaded simultaneously in parallel, there is a risk of resource access contention. To address this, you must modify the batch files so there is a waiting period between loading the next LPT load configuration file.

Note
There are multiple ways to approach this, and one option to consider is to rewrite the batch files using PowerShell script and leverage the start-sleep cmdlet to add a waiting time between launching one LPT load configuration file and the next.


Based on the information above, in the Contoso stress test example, five machines will be prepared to simulate internal user loads, external user loads, and a PSTN gateway. All machines will have the Lync Server 2013 Stress and Performance Tool installed, with all of the required LPT load configuration files copied locally, and they will run client scripts created to launch the appropriate LPT load configuration files based on the individual stress machine roles.
[bookmark: _Toc379985624]Performance Monitoring Preparation
To determine whether the target infrastructure can support the planned user loads, you should implement performance monitoring on both the Lync Server 2013 server roles and the LSS stress client machines.
On Lync Server 2013 server roles, especially Front End Server, high CPU utilization and memory utilization can easily indicate that the server is not going to be able to handle the end state user loads. Normally, you want to keep CPU utilization to below 80 percent CPU utilization to allow for unplanned server failure in a pool and also to allow room for unexpected user growth.
On LSS stress client machines, high CPU utilization and memory utilization can cause the stress clients to not sufficiently generate the expected user loads to fully stress the Lync servers—thus giving you a wrong expectation around the ability of your Lync Server 2013 server roles to handle the end state user loads.
Based on this information, you need to run the Performance Monitoring tool and capture all of the pertinent counters throughout the stress testing exercise for analysis after completion of a test run.
Obviously, there are more counters to watch for aside from CPU utilization and memory utilization. Therefore, refer to the list below regarding the list of counters that you can consider to include when creating a Perfmon data collector set.

[image: ]
Figure 22 Lync Server 2013 Key Health Indicator (KHI) counters

On the stress client machines, the following counters can be considered to be included as part of the LPT Perfmon data collector set.
[image: ]
Figure 23 - Lync Performance Tool counters

When you run a stress test exercise against a Lync Server 2013 implementation running on a server virtualization platform such as Hyper-V, capturing performance counters on host servers can help you correlate virtualized Lync Server performance against host server performance throughout the stress test exercise. You can use this to understand the impact of operating Lync Server 2013 server roles on your server virtualization platform. In the case of Hyper-V, you can use the Perfmon data collector set template for Hyper-V from PAL (Performance Analysis of Logs) Tool that can be downloaded from http://pal.codeplex.com/ as a baseline of important counters to capture on the host servers when running a Lync Server 2013 stress test exercise.

[image: ]
Figure 24 - Hyper-V Perfmon Data Collector Set template from PAL

[bookmark: _Toc379985625]Executing a Lync Server Stress Test Exercise
Running a Lync Server stress test exercise includes:
Initialization   Use this step to to initialize the LSS users that were provisioned using User Provisioning Tool and prepare all of the control client machines.
Test Run 0   Use this step to validate Lync Performance Tool (LPT) load configurations and Lync server configuration are correctly configured. This must be repeated until all LPT load configurations have been validated to run properly. 
Test Run 1   Use this step to establish the performance baseline of the Lync Server 2013 implementation under load.
Test Run 2   Use this step to validate the performance baseline and data source for analysis and reporting of a stress test exercise.

Note
Minor deviation between Test Run 1 and Test Run 2 is expected. However, if you find major deviation between the results from Test Run 1 and Test Run 2, you need to rerun Test Run 1 and Test Run 2 to ensure the validity of the stress test exercise.

[bookmark: _Toc379985626]Initialization
To initialize the LSS users that were provisioned using the User Provisioning Tool, you can use the Instant Messaging - Peer to Peer LPT load configuration files as a template to create LSS users initialization LPT load configuration files.
In the Contoso example, copy IM_client0.xml and IM_client1.xml to new files IM_client0_initialization.xml and IM_client1_initialization.xml.
For IM_client0_initialization.xml, modify the UserNumberBeginning value to 0 and UserNumber to 2250. For IM_client1_initialization.xml, modify the UserNumberBeginning value to 2250 and UserNumber to 2250. On both files, change MPOPEndPointPercentage to 0.
Run LPT using the modified configuration files on both internal stress client machines manually from the command line: LyncPerfTool.exe /ConfigurationFile:IM_clientx_initialization.xml.
When you use Perfmon on the stress client machines, watch the number of endpoints registered on each stress client machine. With the default rate of sign in per second of 1, in the Contoso example, within ~38 minutes, you should see that each stress client will register 2,250 endpoints.
After each stress client machine successfully registers the expected number of endpoints, let it run for at least 4 hours, and then you can safely close the LPT instance on the stress client machine to stop the initialization process.

Note
The initialization using Instant Messaging - Peer to Peer LPT load configuration as a template simulates a very simple test, and therefore if the stress client machine is showing instances of disconnection, this might indicate that the Front End server(s) are not able to handle a simple IM and Presence scenario—let alone the rest of the types of user loads.

[bookmark: _Toc379985627]Control Client Users Initialization
To initialize the control client users, you must sign in manually from each control client machine using Lync 2013 client.
[bookmark: _Toc379985628]Test Runs
At a minimum, you should perform three test runs as part of a stress testing exercise.
The first test run—let’s call it Test Run 0—is meant to ensure that all load configurations are correctly configured. Extensive performance monitoring might not be required in Test Run 0. However, you need to use CLS (Centralized Logging Service) or OCSLogger to troubleshoot any issues with the LPT load configuration files.

Example
Failing to change the authentication type to NTLM for external load configuration files generates a lot of authentication failures on the Edge servers. This is one example where CLS or OCSLogger can help you identify an issue with the LPT load configuration files.

Test Run 1 helps you to establish a performance baseline. This test run should be at least 6 hours. You must run performance monitoring on all Lync Server roles using a Perfmon data collector set that captures all Lync Server 2013 KHIs. On the stress client machines, you must run performance monitoring of all LPT instances using a Perfmon data collector set that captures important LPT counters.
When you test on a server virtualization platform, ensure that the hypervisor performance counters are recorded throughout the stress testing exercise.
To validate the end user experience of the test environment under load, you must run user acceptance test (UAT) test scripts using the control client machines.

Note
A UAT test scripts document is assumed to be available as part of functional testing phase that was performed prior to the stress testing exercise. The test would normally cover activities that users will do on a daily basis as Lync users—such as signing in, conducting peer-to-peer IMs, voice-only conferencing, video conferencing, web conferencing, etc.

With the control client, you must manually capture your observation of the user’s experience, such as the time it takes to sign in, the time it takes to start a conference, voice and video quality, etc.

Test Run 2 is used to validate performance baseline. If the result of Test Run 2 deviates greatly from Test Run 1, you need to analyze all data points, make adjustment to the environment, and start over.

Note
Between test runs, it is recommended for you to perform clean-up or maintenance, such as running a SQL backup on the backend database servers to trim the transaction logs and to clean up IIS logs on the Front End servers. This is to ensure that you are not encountering disk space issues during a test run that can influence the test results.
 
[bookmark: _Toc379985629]Analyzing Stress Test Results
As data collection is performed using Perfmon, analysis of stress test results involves the comparison of captured information against KHI thresholds. You can do this using Perfmon or other analysis tools.
There are two key areas that can be analyzed, system performance and role performance. Comparison of stress test results compared to system-related KHI thresholds will determine whether the test environment meets the requirements for a system pass. After a system pass is achieved, further analysis of stress test results can be done to determine whether the stress test results meet the requirements for a role pass.




The example in the following section illustrates two key areas, CPU utilization and User Services queue and sproc latencies, that can be used to represent system performance and role performance to analyze a stress test result and declare whether the test environment can keep up with intended user loads.
[bookmark: _Toc379985630]System Performance: CPU Utilization
The following shows CPU utilization data of a single Front End Server from a stress test involving an Enterprise Edition pool with three Front End Servers.


[image: cid:image004.jpg@01CEF5FE.B9E8E7B0]

This diagram shows that as we are loading LPT load configuration files gradually with one minute wait time between each, the CPU utilization gradually increases within 30 minutes. As LPT instances start to simulate workloads, there are spikes of CPU utilizations that can be considered as normal given the ramp up of user loads.
There are four processors that remained highly utilized over time, and upon deeper analysis during the test run, it was found that those processors are associated with RTCLOCAL SQL Server Express Edition instance. As SQL Server Express Edition can only utilize four logical processors, then this result indicates that the Enterprise Edition pool with three Front End servers is already at full capacity and therefore to accommodate more users you will need to add additional Front End servers.


Note
Should you decided to add additional Front End servers, you will need to repeat Test Run 1 and Test Run 2 and re-analyze the result of the additional test runs.

[bookmark: _Toc379985631]Role Performance: User Services Queue and Sproc Latency
In relation to the CPU utilization diagram above, below is the Queue and Sproc Latency of the user services databases.

[image: cid:image015.jpg@01CEF5FE.B9E8E7B0]

The diagram above shows that as we load LPT load configuration files gradually, the queue and sproc latencies are randomly spiking above the threshold (100 ms) within the first 45 minutes. As LPT instances start to simulate workloads, these random spikes can be considered as normal given the ramp up of user loads.
The result is showing that the environment is still capable of handling the user loads, indicated by queue and sproc latencies that remain below the threshold over time.
[bookmark: _Toc379985632]Verdict
Since a system pass is not achieved here, even though the role pass is achieved, this stress test exercise is showing that the design is already at full capacity and not in a state where it can sustain a single Front End server for a long period of time without impacting the user experience.
[bookmark: _Toc379985633]Summary
Using The Lync Server 2013 Stress and Performance Tool (LSS) to perform a stress testing exercise of a Lync Server 2013 implementation can help you to validate the design in terms of capacity planning.
Adjustment to the design, if required, can be implemented in the testing phase and prevent you from placing an undersized design into production.

Page 3
	Lync Server 2013 Stress Testing Guide, Version 1.0      




image2.png




image4.emf
Reverse Proxy

Lync Edge Pool

lyncedgepool01.contoso.com

10.10.10.20,

10.10.10.21

ES01

.contoso.com

10.10.10.20

ES02

.contoso.com

10.10.10.21

Lyncpool01-access

65.10.10.10

Lyncpool01-webconf

65.10.10.11

Lyncpool01-avedge

65.10.10.12

.contoso.com

Lyncpool01-access

65.10.10.13

Lyncpool01-webconf

65.10.10.14

Lyncpool01-avedge

65.10.10.15

.contoso.com

Lync Front End Pool

lyncpool01.contoso.com

172.16.10.20,

172.16.10.21,

172.16.10.22

FE01

.contoso.com

172.16.10.20

FE02

.contoso.com

172.16.10.21

FE03

.contoso.com

172.16.10.22

Lync Back End

and File Store

BE01

.contoso.com

172.16.10.16

BE02

.contoso.com

172.16.10.17

BE03

.contoso.com

172.16.10.18

Office Web Apps

Farm

OWAS01

.contoso.com

172.16.10.14

OWAS02

.contoso.com

172.16.10.15

Active Directory

Domain Services and Certificate 

Services

ADDS01

.contoso.com

172.16.10.10

ADDS02

.contoso.com

172.16.10.12

Lync Stress and Performance

Internal Client Machines

ST01

.contoso.com

172.16.10.23

ST02

.contoso.com

172.16.10.24

ST03

.contoso.com

172.16.10.25

OfficeWebApps01

.contoso.com

172.16.10.13

lyncpool01webint

.contoso.com

172.16.10.19

lyncpool01webext

.contoso.com

65.10.10.16

Lync Stress and Performance

External Client Machines

ST01EXT

.contoso.com

65.10.10.17

ST02EXT

.contoso.com

65.10.10.18

RP01

.contoso.com

10.10.10.22

Lync Stress and Performance

Internal Control Client Machines

CC01

.contoso.com

172.16.10.26

CC02

.contoso.com

172.16.10.27

CC03

.contoso.com

172.16.10.28

Lync Stress and Performance

External Control Client Machines

CC01EXT

.contoso.com

65.10.10.19

CC02EXT

.contoso.com

65.10.10.20


Microsoft_Visio_Drawing1.vsdx
Reverse Proxy
Lync Edge Pool
lyncedgepool01.contoso.com
10.10.10.20,
10.10.10.21
ES01
.contoso.com
10.10.10.20
ES02
.contoso.com
10.10.10.21
Lyncpool01-access
65.10.10.10
Lyncpool01-webconf
65.10.10.11
Lyncpool01-avedge
65.10.10.12
.contoso.com
Lyncpool01-access
65.10.10.13
Lyncpool01-webconf
65.10.10.14
Lyncpool01-avedge
65.10.10.15
.contoso.com
Lync Front End Pool
lyncpool01.contoso.com
172.16.10.20,
172.16.10.21,
172.16.10.22
FE01
.contoso.com
172.16.10.20
FE02
.contoso.com
172.16.10.21
FE03
.contoso.com
172.16.10.22
Lync Back End
and File Store
BE01
.contoso.com
172.16.10.16
BE02
.contoso.com
172.16.10.17
BE03
.contoso.com
172.16.10.18
Office Web Apps
Farm
OWAS01
.contoso.com
172.16.10.14
OWAS02
.contoso.com
172.16.10.15
Active Directory
Domain Services and Certificate Services
ADDS01
.contoso.com
172.16.10.10
ADDS02
.contoso.com
172.16.10.12
Lync Stress and Performance
Internal Client Machines
ST01
.contoso.com
172.16.10.23
ST02
.contoso.com
172.16.10.24
ST03
.contoso.com
172.16.10.25
Large Meeting
OfficeWebApps01
.contoso.com
172.16.10.13
lyncpool01webint
.contoso.com
172.16.10.19
lyncpool01webext
.contoso.com
65.10.10.16
Lync Stress and Performance
External Client Machines
ST01EXT
.contoso.com
65.10.10.17
ST02EXT
.contoso.com
65.10.10.18
RP01
.contoso.com
10.10.10.22
Lync Stress and Performance
Internal Control Client Machines
CC01
.contoso.com
172.16.10.26
CC02
.contoso.com
172.16.10.27
CC03
.contoso.com
172.16.10.28
Lync Stress and Performance
External Control Client Machines
CC01EXT
.contoso.com
65.10.10.19
CC02EXT
.contoso.com
65.10.10.20



image5.png
@ Lync Server Stress Test - User Provisioning Tool =

Configuration
User Creation | Contacts Creatin | Distrbution List Creaton | Location Irfo Servioe Cortig

Front-End Pool FQDN |lyncpool01.contoso.com

User Name Prefix lyncpool01-user

Password pass@word1

SIP Domain contoso.com

Account Domain contoso.com

Organizational Unit  [lyncpool01-users

Phone Area Code  |+1425

Number of Users 4505 2| StartIndex|0 =

Delete Users.





image6.png
@ Lync Server Stress Test - User Provisioning Tool =
Configuration

User Creation | Contacts Creation | Disrbution List Creaton | Location Ifo Servioe Cortig

Average Contacts per User 50 2| O Fixed
Average Contact Groups per User 5 z

Federated / Cross Pool Contacts Percentage |0 z

Federated / Cross Pool User Prefix lyncpool01-user
Federated / Cross Pool User SIP Domain fabrikam.com

Create Contacts




image7.png
@ Lync Server Stress Test - User Provisioning Tool

Configuration

User Crestion | Contacts Creation | Disrbuton Lt Creaton | Location Ifo Senvice Cortig

Number of Distribution Lists 13500 z
Distribution List Prefix lyncpool01-DL.
Minimum Members in a Dist. List 2 z

Maximum Members in a Dist. List 500 z





image8.png
@ Lync Server Stress Test - User Provisioning Tool
Configuration

User Creation | Contacts Creatin | Distrbution List Creaton | Location Irfo Service Cortig

Numberof Addresses  [100

Numberof Subrets 100

Offices Per Address. 100 = Number of Switches 100
Number of WA Points 100 = ‘Number of Ports 100
o st

oy tone o
Sireet Name 163 State WA

ot [ e
vt [ i

Generate LIS Config Fies

- - IEa




image9.png
Lync Server 2013 Load Configuration Tool - o IEM

Voice Scenarios | Reach | Mobity | Summary

Clent Mactine Settings
Numberof Avaiable Machines

User Setings
Prfcor User Names.
Passwordfoaluses
User St e
Nober of Uses
User Domin
Account Domain
MPOP Percertage

temal Network Server Seftings.
Access Proxy or Pool FODN

‘Btemal Network Server Seftings
Access Proxy or Pool FODN

0 2] Son in Per Second erinstance) 1 s

[ymepool01 contoso com

lyncpool0-accessedge contoso.com





image10.png
Lync Server 2013 Load Configuration Tool

Voice Scenarios | Reach | Mobity

Summary

Btemal

Btemal

Btemal

Btemal

Instart Messaging

Load Level High
Audio Corferencing

Load Level High
Application Sharing

Load Level High
Data Collaboration

Load Level High
Distbution Lst Expansion

Load Level High
Address Book Web Query

Load Level High
Response Group Senvice

Load Level High
Location Infomation Services

Load Level Enabled v





image11.png
DLX Advanced Options
Tog Vaie
yncpool1-DL.
DLXDomain cortoso.com
DLXidexlow o
DLXindetich 13499
DLXCalsPerbour 5

Pref of the Disrbution Lists name.





image12.png
RGSCaller Advanced Options

RGSUR

Value

ET

‘s imcpool0Trgs@cortoso.com

RGSUASuffxStatindex

RGSUnSuffxEndindex

NumberOfRGSCallsPerHour

 AverageCallLengthinSeconds

EnableRecordng

RecorditervalTimelnSeconds

PercentAnonymousCalls WithiM

o
B
5
180
Faise
£
50

The Location Prfies to be used by the callers when diaing numbers by extension.





image13.png
Lync Server 2013 Load Configuration Tool

Common Corfiguration | General Scenarios | Voice Scenanos | Reach | Mobity | Summary

Load Level High v
UC/PSTN Gateway

Load Level High v
Corferencing Atendant

Load Level High
Call Park Service:

Load Level High v

Mediation Server and PSTN

5 Mediation Server & PSTN nformation
Mediatin Server:yncpool01.cortoso com

Mediation Server Pot: 5068 PSTN Area Code: 502 PSTN Simulator Port





image14.png
] VoipUCUC Advanced Options Ea

Tag Value,
 ConversationsPertour 1
Belevue

The Location Prfies to be used by the callers when diaing numbers by extension.





image15.png
‘Conferencing Attendant
Load Level




image16.png
] CAA Advanced Options Ea

= —
| TopOfHourConversation False
LobbyConferencePercentage 50
Lobby TimeoutinSec: 600
LobbyParticipant ToAdmitPercentage 100
| ConversationLengthinSec 700
ot s
o r—
-
e b
el

The Location Prfies to be used by the callers when diaing numbers by extension.





image17.png
(-] CPS Advanced Options | < |

Tag Value,
 ConversationsPertour 1
 ConversationLenghinSec. 125
25
CallsToParkPercertage: 100
 Calls ToUnparcPercentage 100
 CallDuratonUntiParkinSeconds B
 AverageParkDurstioninSeconds 50
The phone area code of the Voip users that wilbe called ~
Cose





image18.png
Information for pstn & mediation serv.

Mediation Server FADN  yncpool0T.contoso.

Mediation Server Port 5068 s
PSTN Area Code: 502)
PSTN Smutor Port 5068 s

oK Cancel





image19.png
Lync Server 2013 Load Configuration Tool

| Common Configuration | General Scenarios | Voice Scenarios | Reach | Mobiity | Summary |

General Reach Settings

Application Sharing

Load Level

Data Collaboration

Load Level

Instart Messaging

Load Level

Voice Conferencing
Load Level

Addtional Settings...





image20.png
] Reach Advanced Options Ea

Tag Value,
Spiuthllethod Ketberos

hrcpooldwebint contoso com
| utoDiscoveryEnabled Fase

The Ucwa server R, which shouid point o the Diector Poolhost nameor
Front-End pool hostname, respectively.





image21.png
File

Comman Configuraton | General Scenarias | Voice Scenarios | Reach | Mobiiy | Summary

Moy (UCwA)

General Mobiity Settings | Addiional Setings.

Presence and P2P Instant Messaging/Audio

LoadLevel High v Advanced.

Save Est





image22.png
Mobility Advanced Options

= —
oo
e m
Work DayDuration 10
NumberOfContact ViewsPerDay
NumberOfContactListViewsPerDay
NumberOf SeffPresenceChangesPerDay | 1
 Online Tolnactive UserActivityinterval. 5
e o=
AutoDiscoveryEnabled False
— 5
e
| CommaSeparatedSearchString |yncpool01-user
e
'Front-End pool hostname, respectively.





image23.png
Lync Server 2013 Load Configuration Tool

0-21

24

A

45-89

%0134

135-135

136-202

203-23

[ (RunClent bat) Add signin delay when starting

Generate Fles.





image24.png
B!

T

¢ Favorites
B Desktop.
{8 Downloads
%l Recent places
1% This PC

€ Network

3items

Share  View

» 1221164437 »

Name

client0_all
client_all
! client2_pstn

1221164437

v e

Date modified

21/12/2013 4:45PM
21/12/2013 4:45PM
21/12/2013 4:44 PM

Search 12.21.16.44.37
Type Size
File folder
File folder
File folder





image25.emf

image26.emf
Beginning   

(UserNumberBeginning)

End

Count 

(UserNumber)

Beginning   

(UserNumberBeginning)

End

Count 

(UserNumber)

RGSCaller 0 10 11 11 21 11

RGSAgent 22 32 11 33 44 12

DL 45 66 22 67 89 23

ABSQuery 90 111 22 112 134 23

AvLarge 135 134 0 135 135 1

AvAdHoc 136 168 33 169 202 34

AV 203 219 17 220 236 17

AvExternal 237 269 33 270 303 34

CAA 304 325 22 326 348 23

VoipUCUC 349 618 270 619 888 270

VoipPSTNUC 889 1293 405 1294 1698 405

AsLarge 1699 1698 0 1699 1699 1

AsAdHoc 1700 1703 4 1704 1707 4

AsExternal 1708 1711 4 1712 1715 4

ASSharer 1716 1717 2 1718 1719 2

ASViewer 1720 1750 31 1751 1782 32

LIS 1783 1804 22 1805 1827 23

CPS 1828 1838 11 1839 1849 11

DataCollabLarge 1850 1849 0 1850 1850 1

DataCollabAdHoc 1851 1856 6 1857 1863 7

DataCollab 1864 1866 3 1867 1870 4

DataCollabExternal 1871 1876 6 1877 1883 7

ReachIM 1884 1941 58 1942 2000 59

ReachDataCollab 2001 2058 58 2059 2117 59

ReachAS 2118 2175 58 2176 2234 59

ReachAV 2235 2292 58 2293 2351 59

ImLarge 2352 2351 0 2352 2352 1

ImConferencing 2353 2405 53 2406 2458 53

ImExternal 2459 2743 285 2744 3029 286

IM 3030 3764 735 3765 4499 735

MobilityIMP 3030 3764 735 3765 4499 735

User Count

2240 2260

client0 client1


image27.png
Lync Server 2013 — Front-end Servers

AS/AV/IM MCU Web Components
MCU Health State <2 Distribution List expansion AD imeouts <0
ABWQ failures = 0
LS failures = 0

Authentication Errors < 1/sec
ASP.NET v4 Requests Rejected = 0

Avg, Incoming Message Processing < 1 sec 517 12K

Incoming Responses Dropped < 1/sec

Incoming Requests Dropped < 1/sec

Queue Latency < 100 ms.

Sproc Latency < 100 ms

Throttled Requests = 0

Authentication Errors < 1/sec
Incoming Mesages Timed Out < 2
Avg. Incoming Message Hold < 1 zec
Flow Controlled Connections < 2
Avg. Out Queue Delay < 2 sec

% of space used by Storage Service DB < 20 LYSS
# of data lozz event

# of replica replication failures = 0

saL

Page ife expectancy > 200 Sec. Batch requests / sec < 2500

Network
Queue Length
Discarded (in/ out)

CPU Disk
CPU Utiization

Memory
Avg. Disk Write Available MB
Avg. Disk Read

Lync Server 2013 — Backend SQL Servers

saL

Page life expectancy > 300 Sec. Batch requests / sec <2500

Network
Queue Length

CPU Disk
CPU Utiization Avg. Disk Wiite

Memory
Available MB

Discarded (in / out)

Lync Server 2013 — Mediation Servers

Load Call Failure Index = 0
Failed Calls due to Proxy <10
Failed Calls due to Gateway <10

Mediation Server Service i in or out) rejected - 0
Media Candidates missing = 0
Media Connectivity Check Failures

cPU Disk
CPU Utiization Avg. Disk Write

Network
Queue Length
rded (in / out)

Memory
Available MB

Avg. Disk Read

0

Lync Server 2013 — Edge Servers

AV Edge
AV Auth Auth. Failures <20/sec.

Bad Requests < 20/sec  Allocation Failures <20/sec

Packets Dropped <300/2cc

Data Proxy
Throttled Server connections < 3
System is Throtiing <1

SIP Stack

‘Sends timed out <10
Incoming requests dropped < 1/3ec

Connections over limit dropped < 1
Flow Controlled Connections <100

Avg. Message Processing < 3 sec

Network
Queue Length

Memory
Available MB

Discarded (in / out)





image28.png
Measuring User Experience via

B

4

AU~ Querin 8 Cotacts

Adress Bk e downlosds
7ot A55 Der il Domieass e
Tota 455 Pl Fie Doioass Faiea

Applcation sharing
Time 2 asabien call

Tol#of ncoming A5 CalsFaed
Totl#of Dutgoig 45 Calls Fates

Certservice
Totl Resporsestate: Eror

Tota TP S responses prsec

Vieh Senvis Gl Latensy s
Conferencing

Time Taken o i »Confrence (ms) -

Tosl conerece join s
Totl Numosr o Conarence Sheduls Fsre

Totl Numoerof s Send fiures

Totl Numoar o I Actet Faurss

Totl Nomoarof MCU Joi Falures

Total rumoar of veb snvics e fes o Corference
&

Data Colsb via WAC
Tots ol Contert Dowriass Fiurss
Total WAC g Sesson Faures

ouxcats
DU Cats Pl per e

cStress

M Conversations
Time o estabian o 181
Totl#ofncoming Calls s

Totl # of Outgoing Cas alled
Totaltme sk  receie sendrs .

MOX Glnts
g £ 10 asadsh M cal
Totl #of esporses waing on Seer

Presence Contact List Oprations
1 A3 Cortac Requess Pe Second
Failed Dlta Conac Requests pr Sacond
il SetConaier stemps e Second

t

Lyncstress Users

[

General Clls
Ltency or st regivaton

Tot Acte e
TolEndpois Dsconnected D to
Seaton Tmaout

Totl Pl Logons

September 12,2013

PresenceInformation
g GePrasence procesing tme

Clender Do - Faled Pl Recuess
‘ContctGroup Subscrpton Tota Fares
Getresanc - pas Rt

Serecence e Rate %

Sarecence procsang e

Tota Noros:of Sucsrptons Fsied
TotlPesence OperaorsFlled Due 1o
Unavaiasity of UserSenices

Falled Dlta Conrac Requests pr Sscond
Failed SetCoraier atemps Per Second

PSTN GW Info
Time o Esabah e cal

Tota number of cl stemoted
Totnumber of cls stzbiched

Resch Clent
Cumant o Ltensy
Curent Login atency
#oftmes Appshare iea
=t tme DVCU e
2t b col e
TotlJons Faed
ToulLogins Flled

Tota Tetat Faas

WA Gient
Sgnintancy
Tota # of DVEU Joi Fiurss
Tota #of s for Grous
Srence

Tota & of MMCU Fiures
Tota & ofPhot e
s

Vol Conversations
Time o Exabich t i

Tims o Get an Outhouna ol i Progress
Totl #ofncoming Vo cals e

Tota #of uing Vo cals Faes
Totanumberof cl sszbished





image29.png
PAL Wizard v24 - oKl

Weome. | CorterLog | [Freshad i | Questons | it Ostons | oGt | uese | B |

‘Chooss a threshold flethatis approprste forthe computers) on which the log was.

‘captured. f the computer(s) have mulple products oroles,then change the
inhertance to include al o them.

Micoso Windows Server 2012 perV ®
Export to Perfmon template file. Ed.
Theshoidferame: Fyperi30ami
Thesholfie (Geners cpeing stem pefommance anss o
‘description: Microsoft Windows Server 2012 with Hyper-V. Use this
for a general analysis of the operating system
petomance caten
Corter nmer): [ Thomss Rostinger tharost Emcrosf o)
Inherited by the- temOverview xml
threshold file: e ® hd
==
Recursively inherited:
| Quick SystemOverview xml





image30.emf
Collect KHI 

performance data 

for all servers

For each role:

system pass?

Remediate system 

performance

Start over Test Run 1 

and Test Run 2

Recollect KHI and 

ensure system health

Role pass?

Remediate system 

performance

Start over Test Run 1 

and Test Run 2

Recollect KHI and 

ensure role health

KHI review complete

No No

Yes Yes


Microsoft_Visio_Drawing2.vsdx
Collect KHI performance data for all servers
For each role:
system pass?
Remediate system performance

Start over Test Run 1 and Test Run 2

Recollect KHI and ensure system health
Role pass?
Remediate system performance

Start over Test Run 1 and Test Run 2

Recollect KHI and ensure role health
KHI review complete
No
No
Yes
Yes



image31.jpeg
e oS

T T e e

E
e e w0

s = = =

(R S~ TN S R - SV~

¥ e — S —

b T Ty

E P R = =

E - =

E N - e

E P odEee & e o

F oEE B e





image32.jpeg
[ -

- Sroc ey .
Ui G ey et
et

v Compr
oo s




image1.png




image3.png
mm Microsoft




