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MICROSOFT LICENSE TERMS

OFFICIAL MICROSOFT LEARNING PRODUCTS COURSEWARE -
STUDENT EDITION - Pre-Release and Final Versions

These license terms are an agreement between Microsoft Corporation and you. Please read them. They apply to the licensed
content named above, which includes the media on which you received it, if any. The terms also apply to any Microsoft

updates,
supplements,
Internet-based services, and

support services

far this licensed content, unless other terms accompany those items. If so, those terms apply.

By using the licensed content, you accept these terms. If you do not accept them, do not use the licensed
content.

If you comply with these license terms, you have the rights below.
OVERVIEW.

1.

Licensed Content., The licensed content includes software, printed materials, academic materials (online and electronic),
and associated media.

License Model. The licensed content is licensed on a per copy per device basis.
INSTALLATION AND USE RIGHTS.

a.

Licensed Device. The licensed device is the device on which you use the licensed content. You may install and use
one copy of the licensed content on the licensed device.

Portable Device. You may install another copy on a portable device for use by the single primary user of the
licensed device.

Separation of Components. The components of the licensed content are licensed as a single unit. You may not
separate the components and install them on different devices.

Third Party Programs. The licensed content may contain third party programs. These license terms will apply to
your use of those third party programs, unless other terms accompany those programs.

PRE-RELEASE VERSIONS. If the licensed content is a pre-release ("beta") version, in addition to the other provisions in
this agreement, then these terms also apply:

a.

Pre-Release Licensed Content. This licensed content is a pre-release version. It may not contain the same
information and/or work the way a final version of the licensed content will. We may change it for the final,
commercial version. We also may not release a commercial version. You will clearly and conspicuously inform any
Students who participate in an Authorized Training Session and any Trainers who provide training in such Authorized
Training Sessions of the foregoing; and, that you or Microsoft are under no obligation to provide them with any
further content, including but not limited to the final released version of the Licensed Content for the Course.

Feedback. If you agree to give feedback about the licensed content to Microsoft, you give to Microsoft, without
charge, the right to use, share and commercialize your feedback in any way and for any purpose. You also give to
third parties, without charge, any patent rights needed for their products, technologies and services to use or
interface with any specific parts of a Microsoft software, licensed content, or service that includes the feedback. You
will not give feedback that is subject to a license that requires Microsoft to license its software or documentation to
third parties because we include your feedback in them. These rights survive this agreement.

Confidential Information. The licensed content, including any viewer, user interface, features and documentation
that may be included with the licensed content, is confidential and proprietary to Microsoft and its suppliers.

i. Use. For five years after installation of the licensed content or its commercial release, whichever is first, you may
not disclose confidential information to third parties. You may disclose confidential information only to your
employees and consultants who need to know the information. You must have written agreements with them
that protect the confidential information at least as much as this agreement.

ii. Survival. Your duty to protect confidential information survives this agreement.



iii. Exclusions. You may disclose confidential information in response to a judicial or governmental order. You must
first give written notice to Microsoft to allow it to seek a protective arder or otherwise protect the information.
Confidential information does not include information that

+ becomes publicly known through no wrongful act;
+ you received from a third party who did not breach confidentiality obligations to Microsoft or its suppliers; or
s you developed independently.

Term. The term of this agreement for pre-release versions is (i) the date which Microsoft informs you is the end date
for using the beta version, or (i) the commercial release of the final release version of the licensed content,
whichever is first ("beta term™).

Use. You will cease using all copies of the beta version upon expiration or termination of the beta term, and will
destroy all copies of same in the possession or under your control.

Copies. Microsoft will inform Authorized Learning Centers if they may make copies of the beta version (in either print
and/or CD version) and distribute such copies to Students and/or Trainers. If Microsoft allows to such distribution, you
will follow any additional terms that Micrasoft provides to you for such copies and distribution.

4. ADDITIONAL LICENSING REQUIREMENTS AND/OR USE RIGHTS.

a.

Media Elements and Templates. You may use images, clip art, animations, sounds, music, shapes, video clips and
templates provided with the licensed content solely for your personal training use. If you wish to use these media
elements or templates for any other purpose, go to www.microsoft.com/permission to learn whether that use is
allowed.

Academic Materials. If the licensed content contains academic materials (such as white papers, labs, tests,
datasheets and FAQs), you may copy and use the academic materials. You may not make any modifications to the
academic materials and you may not print any book (either electronic or print version) in its entirety. If you reproduce
any academic materials, you agree that:

# The use of the academic materials will be only for your personal reference or training use
+ You will not republish or post the academic materials on any network computer or broadcast in any media;

+ You will include the academic material’s criginal copyright notice, or a copyright notice to Microsoft's benefit in the
format provided below:

Form of Notice:

© 2008 Reprinted for personal reference use only with permission by Microsoft Corporation. All
rights reserved.

Microsoft and Windows are either registered trademarks or trademarks of Microsoft Corporation
in the US and/or other countries. Other product and company names mentioned herein may be
the trademarks of their respective owners.

Distributable Code. The licensed content may contain code that you are permitted to distribute in programs you
develop if you comply with the terms below.

i. Right to Use and Distribute. The code and text files listed below are "Distributable Code.”
+« REDIST.TXT Files. You may copy and distribute the object code form of code listed in REDIST.TXT files.

¢ Sample Code. You may maodify, copy, and distribute the source and object code form of code marked as
“sample.”

&  Third Party Distribution. You may permit distributors of your programs to copy and distribute the
Distributable Code as part of those programs.

ii. Distribution Requirements. For any Distributable Code you distribute, you must
+  add significant primary functionality to it in your programs;

+ require distributors and external end users to agree to terms that protect it at least as much as this
agreement;

s display your valid copyright notice on your programs; and

« indemnify, defend, and hold harmless Microsoft from any claims, including attorneys’ fees, related to the
distribution or use of your programs.



10.

11.

iii. Distribution Restrictions. You may not
+  alter any copyright, trademark or patent notice in the Distributable Code;

s use Microsoft's trademarks in your programs’ names or in a way that suggests your programs come from or
are endorsed by Microsoft;

s distribute Distributable Code to run on a platform other than the Windows platform;
+ include Distributable Code in malicious, deceptive or unlawful programs; or

« modify or distribute the source code of any Distributable Code so that any part of it becomes subject to an
Excluded License. An Excluded License is one that requires, as a condition of use, modification or distribution,
that

+ the code be disclosed or distributed in source code form; or
+ others have the right to modify it.

INTERNET-BASED SERVICES. Microsoft may provide Internet-based services with the licensed content. It may change
or cancel them at any time. You may not use these services in any way that could harm them or impair anyone else’s use
af them. You may not use the services to try to gain unauthorized access to any service, data, account or network by any
means.

SCOPE OF LICENSE. The licensed content is licensed, not sold. This agreement only gives you some rights to use the
licensed content. Microsoft reserves all other rights. Unless applicable law gives you more rights despite this limitation,
you may use the licensed content only as expressly permitted in this agreement. In doing so, you must comply with any
technical limitations in the licensed content that only allow you to use it in certain ways. You may not

+ disclose the results of any benchmark tests of the licensed content to any third party without Microsoft's prior written
approval;

s work around any technical limitations in the licensed content;

s reverse engineer, decompile or disassemble the licensed content, except and only to the extent that applicable law
expressly permits, despite this limitation;

s make more copies of the licensed content than specified in this agreement or allowed by applicable law, despite this
limitation;

s publish the licensed content for others to copy;

+ transfer the licensed content marked as 'beta’ or “pre-release’ to any third party;

« allow others to access or use the licensed content;

» rent, lease or lend the licensed content; or

* use the licensed content for commercial licensed content hosting services.

s Rights to access the server software that may be included with the Licensed Content, including the Virtual Hard Disks
does not give you any right to implement Microsoft patents or other Microsoft intellectual property in software or
devices that may access the server.

BACKUP COPY, You may make one backup copy of the licensed content. You may use it only to reinstall the licensed
content.

TRANSFER TO ANOTHER DEVICE. You may uninstall the licensed content and install it on another device for your
personal training use. You may not do so to share this license between devices.

TRANSFER TO A THIRD PARTY. You may not transfer those versions marked as 'beta’ or "pre-release’ to a third party.
For final versions, these terms apply: The first user of the licensed content may transfer it and this agreement directly to a
third party. Before the transfer, that party must agree that this agreement applies to the transfer and use of the licensed
content. The first user must uninstall the licensed content before transferring it separately from the device. The first user
may not retain any copies.

EXPORT RESTRICTIONS. The licensed content is subject to United States export laws and regulations. You must
comply with all domestic and international export laws and requlations that apply to the licensed content. These laws
include restrictions on destinations, end users and end use. For additional information, see www.microsoft.com/exporting.

NOT FOR RESALE SOFTWARE/LICENSED CONTENT. You may not sell software or licensed content marked as “"NFR"
or "Mot for Resale.”




12. ACADEMIC EDITION. You must be a "Qualified Educational User” to use licensed content marked as "Academic Edition”
or "AE.” If you do not know whether you are a Qualified Educational User, visit www.microsoft.com/education or contact
the Microsoft affiliate serving your country.

13. ENTIRE AGREEMENT. This agreement, and the terms for supplements, updates, Internet-based services and support
services that you use, are the entire agreement for the licensed content and support services.

14. APPLICABLE LAW.

a. United States, If you acquired the licensed content in the United States, Washington state law governs the
interpretation of this agreement and applies to claims for breach of it, regardless of conflict of laws principles. The
laws of the state where you live govern all other claims, including claims under state consumer protection laws, unfair
competition laws, and in tort.

b. Outside the United States. If you acquired the licensed content in any other country, the laws of that country
apply.
15. LEGAL EFFECT. This agreement describes certain legal rights. You may have other rights under the laws of your country.

You may also have rights with respect to the party from whom you acquired the licensed content. This agreement does
not change your rights under the laws of your country if the laws of your country do not permit it to do so.

16. DISCLAIMER OF WARRANTY. THE LICENSED CONTENT IS LICENSED "AS-IS.” YOU BEAR THE RISK OF
USING IT. MICROSOFT GIVES NO EXPRESS WARRANTIES, GUARANTEES OR CONDITIONS. YOU MAY HAVE
ADDITIONAL CONSUMER RIGHTS UNDER YOUR LOCAL LAWS WHICH THIS AGREEMENT CANNOT CHANGE.
TO THE EXTENT PERMITTED UNDER YOUR LOCAL LAWS, MICROSOFT EXCLUDES THE IMPLIED
WARRANTIES OF MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE AND NON-INFRINGEMENT.

17. LIMITATION ON AND EXCLUSION OF REMEDIES AND DAMAGES. YOU CAN RECOVER FROM MICROSOFT
AND ITS SUPPLIERS ONLY DIRECT DAMAGES UP TO U.S. $5.00. YOU CANNOT RECOVER ANY OTHER
DAMAGES, INCLUDING CONSEQUENTIAL, LOST PROFITS, SPECIAL, INDIRECT OR INCIDENTAL DAMAGES.

This limitation applies to

+ anything related to the licensed content, software, services, content (including code) on third party Internet sites, or
third party programs; and

+ claims for breach of contract, breach of warranty, guarantee or condition, strict liability, negligence, or other tort to
the extent permitted by applicable law.

It also applies even if Microsoft knew or should have known about the paossibility of the damages. The above limitation or

exclusion may not apply to you because your country may not allow the exclusion or limitation of incidental, consequential

or other damages.

Please note: As this licensed content is distributed in Quebec, Canada, some of the clauses in this agreement
are provided below in French.

Remarque : Ce le contenu sous licence étant distribué au Québec, Canada, certaines des clauses dans ce
contrat sont fournies ci-dessous en francais.

EXONERATION DE GARANTIE. Le contenu sous licence visé par une licence est offert « tel quel ». Toute utilisation de ce
contenu sous licence est & votre seule risque et péril. Microsoft n‘accorde aucune autre garantie expresse. Vous pouvez
bénéficier de droits additionnels en vertu du droit local sur la protection dues consommateurs, que ce contrat ne peut
modifier. La ou elles sont permises par le droit locale, les garanties implicites de qualité marchande, d’adéquation & un usage
particulier et d'absence de contrefagon sont exclues.

LIMITATION DES DOMMAGES-INTERETS ET EXCLUSION DE RESPONSABILITE POUR LES DOMMAGES. Vous
pouvez obtenir de Microsoft et de ses fournisseurs une indemnisation en cas de dommages directs uniquement a hauteur de
5,00 % US. Vious ne pouvez prétendre & aucune indemnisation pour les autres dommages, y compris les dommages spéciaux,
indirects ou accessoires et pertes de bénéfices.
Cette limitation concerne:
« tout ce qui est relié au le contenu sous licence , aux services ou au contenu (y compris le code) figurant sur des sites
Internet tiers ou dans des programmes tiers ; et
« les réclamations au titre de violation de contrat ou de garantie, ou au titre de responsabilité stricte, de négligence ou
d'une autre faute dans la limite autorisée par la loi en vigueur.
Elle s'applique également, méme si Microsoft connaissait ou devrait connaitre I'éventualité d’un tel dommage. Si votre pays
n‘autorise pas l'exclusion ou la limitation de responsabilité pour les dommages indirects, accessoires ou de quelque nature que
ce soit, il se peut que la limitation ou I'exclusion ci-dessus ne s'appliquera pas a votre égard.
EFFET JURIDIQUE. Le présent contrat décrit certains droits juridiques. Vous pourriez avoir d’autres droits prévus par les lois

de votre pays. Le présent contrat ne modifie pas les droits que vous conférent les lois de votre pays si celles-ci ne le
permettent pas.
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Lab Answer Keys
Lab: Identifying Windows Server 2008 High-Availability Solutions
Exercise 1: Identifying Solutions for Web Servers

Task 1: Answer the following questions based on the scenario above

Question: What technology can you use to provide more processing power to the Web site?

Answer: You can use network load balancing to add additional nodes to handle more load during peak
load times.

Question: How would this technology solve the problem of a single point of failure?
Answer: Using network load balancing adds multiple server nodes into the cluster, which allows
continued operation during a node failure.

Exercise 2: Identifying Solutions for Database Servers

Task 1: Answer the following questions based on the scenario above

Question: What technology can you use to minimize downtime during operating system updates and
hardware failures?

Answer: You can use failover clustering to minimize downtime during updates and when hardware
failures occur.

Question: How would this solution solve the problem of a single point of failure?

Answer: A failover cluster adds at least two of each device, which removes any single point of failure.
Exercise 3: Identifying Complex Solutions

Task 1: Answer the following questions based on the scenario above

Question: What clustering solution(s) can you use to solve the Web site problems?

Answer: You can solve the problem by adding both a failover cluster for the database and a network load
balancing cluster for the Web server.

Question: At a minimum, how many servers would you need to complete this configuration?

Answer: You will need at least four servers to complete this configuration: two Web servers and two
failover cluster servers.



Introduction to Microsoft Windows Server 2008 Failover Clusters

2-1

Module 2

Introduction to Microsoft Windows Server 2008 Failover
Clusters

Contents:
Lab Answer Keys



2-2

Implementing and Managing Windows Server® 2008 Clustering
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Lab: Identifying Windows Server 2008 Clustering Solutions
Exercise 1: Identifying Clustered Scenarios

Task 1: Answer the following questions based on each of the scenarios above

Question: Which quorum mode would you recommend for this scenario?
Answers:
Scenario 1: The recommended quorum mode is node and disk majority.
Scenario 2: The recommended quorum mode is node and file share majority.

Scenario 3: The recommended quorum mode is node majority. As a best practice, you might
consider adding a file share witness, as this would provide an extra vote, if required.

Question: How would you deploy and configure the nodes?

Answers:

Scenario 1: To ensure that at least three file server instances are highly available, the organization
should deploy at least four nodes and configure file server instances on three of these. The fourth
node will be the passive node that is available for failover. The organization has deployed a SAN and
is experienced in operating the SAN, so it makes sense to locate the witness disk on one of the logical
unit numbers (LUN) that is attached to the SAN.

Scenario 2: The node and file share majority quorum mode is recommended for geographically
dispersed clusters. In this scenario, you could deploy a failover cluster with nodes in each office. If the
node in one office fails, the print server instance would fail over to a node in another office. You could
locate the printer spooler on shared storage that is replicated between the organizations.

Scenario 3: The node majority quorum mode requires the least amount of disk I/O for the shared
storage. In this scenario, you would configure an odd number of nodes and configure at least one
passive node. You should also consider configuring a file share witness if you have the option of
doing so, without creating additional disk /O on the SAN.
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Lab Answer Keys

Lab: Preparing for a Cluster Installation

Exercise 1: Installing the Failover Clustering Feature

Task 1: Start the virtual servers

1

2
3
4.
5

On your host machine, click Start, point to All Programs, point to Microsoft Learning, and then
click 6423A. The Lab Launcher starts.

In the Lab Launcher, next to 6423A-VAN-DC1, click Launch.
In the Lab Launcher, next to 6423A-VAN-SRV3A, click Launch.
In the Lab Launcher, next to 6423A-VAN-SRV3B, click Launch.

Minimize the Lab Launcher window.

Task 2: Install and verify the Failover Clustering feature

1
2
3
4,
5
6

7.
8.
9.

10.
11.
12.

Log on to 6423A-VAN-SRV3A as Administrator using the password Pa$$wOrd.

In Server Manager, in the Features Summary section, click Add Features.

Select the Failover Clustering check box, and then click Next.

On the Confirm Installation Selections page, review the selection, and then click Install.
Allow the installation process to complete, and then click Close.

In Server Manager, note that the Features Summary section has been updated to reflect the
installation of the Failover Clustering feature.

Log on to 6423A-VAN-SRV3B as Administrator using the password Pa$$wOrd.

In Server Manager, in the Features Summary section, click Add Features.

Select the Failover Clustering check box, and then click Next.

On the Confirm Installation Selections page, review the selection and then click Install.
Allow the installation process to complete, and then click Close.

In Server Manager, note that the Features Summary section has been updated to reflect the
installation of the Failover Clustering feature.

Exercise 2: Validating the Failover Cluster

Task 1: Validate the failover cluster

1

o v A W N

On 6423A-VAN-SRV3A, click Start, point to Administrative Tools, and then click Failover Cluster
Management.

In the Failover Cluster Management action pane, click Validate a Configuration.
Click Next.

In the Enter Name field, type VAN-SRV3A.

Click Add.

In the Enter Name field, type in VAN-SRV3B.
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7.
8.
9.

10.
11.
12.
13.

Click Add, and then click Next.

Verify that Run all test (recommended) is selected, and then click Next.

In the Confirmation window, click Next.

Wait for the validation tests to finish, then, in the Summary window, click View Report.
Notice the warnings listed in the Storage section related to the potential cluster disks.
Close Internet Explorer.

In the Summary window, click Finish.

» Task 2: Close all virtual machines and discard undo disks

1
2.
3.

For each running virtual machine, close the Virtual Machine Remote Control window.
In the Close box, select Turn off machine and discard changes, and then click OK.

Close the 6423A Lab Launcher.
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Lab Answer Keys

Lab: Identifying SAN Components

Exercise 1: Identifying Fibre Channel Storage Area Network (SAN)
Components

Task 1: Scenario 1
1. Identify each item in the diagram using the word list shown.
2. Identify any single points of failure.
Answer: The single points of failure include:
e  Fibre Channel Switch

e Host bus adapter in each server
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Host Bus
Adapter

Fibre
Channel
Switch

Storage
Controller

» Task 2: Scenario 2
1. Identify each component in the diagram using the word list shown.
2. ldentify any single points of failure.

Answer: There are no single points of failure in this configuration.



4-4 Implementing and Managing Windows Server® 2008 Clustering

Network
Adapter

Gigabit
Ethernet
Switch

Storage
Controller

Exercise 2: Configuring Internet SCSI (iSCSI) Storage Connections

» Task 1: Start the virtual machines

1. On your host machine, click Start, point to All Programs, point to Microsoft Learning, and then
click 6423A. The Lab Launcher starts.

2. Inthe Lab Launcher, next to 6423A-VAN-DC1, click Launch.
3. Inthe Lab Launcher, next to 6423A-VAN-SRV3A, click Launch.
4. In the Lab Launcher, next to 6423A-VAN-SRV3B, click Launch.
5. Minimize the Lab Launcher window.
» Task 2: Add the iSCSI target portal to VAN-SRV3A
1. Log on to VAN-SRV3A as Administrator using the password Pa$$wOrd.
2. Click Start, point to Administrative Tools, and then click iSCSI Initiator.
3. In the Microsoft iSCSI dialog box, click Yes.
4. In the second Microsoft iSCSI dialog box, click Yes.
5. Click the Discovery tab, and then click Add Portal.
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6. Inthe IP address or DNS name field, type 192.168.12.10, and then click OK.

» Task 3: Add a persistent binding on VAN-SRV3A
1. Click the Targets tab, and then click Refresh.

2. Inthe Targets list, select iqn.1991-05.com.microsoft:van-dcl-van-srv3atarget, and then click Log
on.

3. Select Automatically restore this connection when the computer starts.

4. Select Enable multi-path, and then click OK.

» Task 4: Add the iSCSI target portal to VAN-SRV3B
Log on to VAN-SRV3B as Administrator using the password Pa$$wOrd.

Click Start, point to Administrative Tools, and then click iSCSI Initiator.
In the Microsoft iSCSI dialog box, click Yes.

2
3
4. In the second Microsoft iSCSI dialog box, click Yes.
5. Click the Discovery tab, and then click Add Portal.
6

In the IP address or DNS name field, type 192.168.12.10, and then click OK.

» Task 5: Add a persistent binding on VAN-SRV3B
1. Click the Targets tab.

2. Click Refresh.

3. Inthe Targets list, select iqn.1991-05.com.microsoft:van-dcl-van-srv3btarget, and then click Log
on.

4. Select Automatically restore this connection when the computer restarts.
5. Select Enable multi-path.
6. Click OK, and then click OK again.

» Task 6: Close all virtual machines and discard undo disks

1. For each running virtual machine, close the Virtual Machine Remote Control window.
2. In the Close box, select Turn off machine and discard changes, and then click OK.

3. Close the 6423A Lab Launcher.
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Lab: Creating and Administering a Cluster
Exercise 1: Creating a Cluster

Task 1: Start the virtual servers

1. On your host machine, click Start, point to All Programs, point to Microsoft Learning, and then
click 6423A. The Lab Launcher starts.

2. Inthe Lab Launcher, next to 6423A-VAN-DC1, click Launch.

3. Inthe Lab Launcher, next to 6423A-VAN-SRV5A, click Launch.
4. In the Lab Launcher, next to 6423A-VAN-SRV5B, click Launch.
5

Minimize the Lab Launcher window.

Task 2: Configure the iSCSI target software on VAN-SRV5A
Log on to VAN-SRV5A as Administrator using the password Pa$$wOrd.

Click Start, point to Administrative Tools, and then click iSCSI Initiator.
In the Microsoft iSCSI dialog box, click Yes.
In the second Microsoft iSCSI dialog box, click Yes.

1.

2

3

4

5. Click the Discovery tab.

6. Click Add Portal.

7. Inthe IP address or DNS name field, type 192.168.12.10, and then click OK.
8. Click the Targets tab.

9. Click Refresh.

10. Select iqn.1991-05.com.microsoft:van-dcl-van-srv5a-target in the targets list, and then click Log
on.

11. Select Automatically restore this connection when the computer starts.

12. Select Enable multi-path, and then click OK.

Task 3: Configure the iSCSI target software on VAN-SRV5B
Log on to VAN-SRV5B as Administrator using the password Pa$$wOrd.
Click Start, point to Administrative Tools, and then click iSCSI Initiator.
In the Microsoft iSCSI dialog box, click Yes.

In the second Microsoft iSCSI dialog box, click Yes.

Click Add Portal.

1.

2.

3

4

5. Click the Discovery tab.
6

7. Inthe IP address or DNS name field, type 192.168.12.10, and then click OK.
8

Click the Targets tab.
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10.

11.
12.

Click Refresh.

Select iqn.1991-05.com.microsoft:van-dcl-van-srv5b-target in the targets list, and then click Log
on.

Select Automatically restore this connection when the computer restarts.

Select Enable multi-path, click OK, and then click OK again.

Task 4: Configure the shared disks

© ®©® N o vk W N o

10.
11.
12.
13.
14.

On VAN-SRV5A, open Server Manager.

Expand Storage, and click Disk Management.

Right-click Disk 1, and then click Online.

Right-click Disk 1, and then click Initialize disk. In the Initialize Disk dialog box, click OK.
Right-click the unallocated space beside Disk 1, and then click New Simple Volume.

On the Welcome page, click Next.

On the Specify Volume Size page, click Next.

On the Assign Drive Letter or Path page, click Next.

On the Format Partition page, in the Volume Label field, type Data. Select the Perform a quick
format check box, and click Next.

Click Finish.

On VAN-SRV5B, open Server Manager.

Expand Storage, and then click Disk Management.
Right-click Disk Management, and then click Refresh.
Right-click Disk 1, and then click Online.

Task 5: Validate the failover cluster

1

2
3
4
5
6.
7
8
9

10.
11.
12.

On VAN-SRV5A, click Start, point to Administrative Tools, and then click Failover Cluster
Management.

In the Failover Cluster Management action pane, click Validate a Configuration.
Click Next.

In the Enter Name field, type VAN-SRV5A.

Click Add.

In the Enter Name field, type VAN-SRV5B.

Click Add, and then click Next.

Verify that Run all tests (recommended) is selected, and then click Next.

In the Confirmation window, click Next.

Wait for the validation tests to finish, then, in the Summary window, click View Report.
Verify that all tests completed successfully.

Close Microsoft® Internet Explorer®.
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13. In the Summary window, click Finish.

Task 6: Use the Create a Cluster Wizard to build a simple failover cluster

1
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In Failover Cluster Management, in the Management section of the center pane, select Create a
Cluster.

Read the Before You Begin information.

Click Next, type VAN-SRV5A, and then click Add.

Type VAN-SRV5B, and then click Add.

Verify the entries, and then click Next.

In the Access Point for Administering the Cluster section, enter Clusterl for the Cluster Name.
Under Address, type 10.10.0.125 as the IP Address, and then click Next.

In the Confirmation dialog box, verify the information, and then click Next.

On the Summary page, click Finish to return to the Failover Clusters Management snap-in.

Task 7: Verify the successful creation of the cluster

1
2.

3.
4.
5.

Click Start, expand All Programs, expand Accessories, and then click Windows Explorer.

In the navigation pane, expand Computer, expand Local Disk (C:), expand Windows, expand
Cluster, and then click Reports.

In the content pane, double-click CreateCluster.mht.
In the Internet Explorer window, verify that The cluster was successfully created appears.

Close Internet Explorer.

Exercise 2: Managing a Failover Cluster

Task 1: Use the cluster administration tools to manage the failover cluster

1
2
3
4,
5
6
7

On VAN-SRV5A, switch to the Failover Clusters Manager console.

In the Navigation pane, select Clusterl.Fabrikam.com.

In the Actions pane, select More Actions, and then click Configure Cluster Quorum Settings.
On the first page of the Configure Cluster Quorum Wizard, click Next.

Click Node and File Share Majority, and then click Next.

Type \\VAN-DC1\FSWS5, and then click Next.

Click Next, and then click Finish.

Task 2: Pause and resume the server

In the Navigation pane, expand Clusterl, and then expand Nodes.

In the Navigation pane, select VAN-SRV5A.

In the Actions pane, click Pause.

In the center pane, verify that the status for VAN-SRV5A has changed to Paused.

In the Actions pane, click Resume.
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» Task 3: Close all virtual machines, and discard undo disks
1. For each running virtual machine, close the Virtual Machine Remote Control window.
2. In the Close box, select Turn off machine and discard changes, and then click OK.

3. Close the 6423A Lab Launcher.
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Lab: Clustering Server Roles and Features

Exercise 1: Clustering the Print Services Role Using Failover Cluster
Management

1

2
3
4,
5
6
7

Task 1: Start the virtual machines, and then log on

On your host machine, click Start, point to All Programs, point to Microsoft Learning, and then
click 6423A. The Lab Launcher starts.

In the Lab Launcher, next to 6423A-VAN-DC1, click Launch.

In the Lab Launcher, next to 6423A-VAN-SRV6A, click Launch.

In the Lab Launcher, next to 6423A-VAN-SRV6B, click Launch.

Log on to VAN-SRV6A as Administrator with the password Pa$$wOrd.
Log on to VAN-SRV6B as Administrator with the password Pa$$wOrd.

Minimize the Lab Launcher window.

» Task 2: Configure the printer disk
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10.
11.
12.
13.
14.
15.

On VAN-SRV6A, open Server Manager.

Expand Storage, and then click Disk Management.

Right-click Disk 2, and then click Online.

Right-click Disk 2, and then click Initialize disk. In the Initialize Disk dialog box, click OK.
Right-click the unallocated space located beside Disk 2, and then click New Simple Volume.
On the Welcome page, click Next.

On the Specify Volume Size page, click Next.

On the Assign Drive Letter or Path page, click Next.

On the Format Partition page, in the Volume Label field, type Printerl. Select Perform a quick
format, and then click Next.

Click Finish.

On VAN-SRV6B, open Server Manager.

Expand Storage, and then click Disk Management.

Right-click Disk Management, and then click Refresh.

Right-click Disk 2, and then click Online. If a Disk Management error message appears, click OK.
Right-click Disk 2, and then click Online.

» Task 3: Cluster the Print Services role

1

On VAN-SRV6A, click Start, click Administrative Tools, and then click Failover Cluster
Management. If the User Account Control dialog box appears, confirm that the correct action
displays, and then click Continue.



Configuring Cluster Resources and Server Roles 6-3

In the console tree, expand VAN-CLUSTERO1, and then click Storage.

In the Actions pane, click Add a disk, and then click OK.

Click VAN-CLUSTERO1, and in the Actions pane, click Configure a Service or Application.
Review the text on the first page of the wizard, and then click Next.

Click Print Server, and then click Next.
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Type VAN-Print for the Name and 10.10.0.108 as the IP Address in the network specified as
10.10.0.0/16, and then click Next.

i

Select Cluster Disk 2 as the storage volume for the print server, click Next, and then click Next.

9. After the wizard runs and the Summary page appears, you can view a report of the tasks the wizard
performed by clicking View Report. Review the report, and then close Microsoft® Internet
Explorer®.

10. Click Finish.

11. In the console tree, expand Services and Applications, and verify that the clustered print server VAN-
Print has been created.

» Task 4: Failover the VAN-Print clustered service from VAN-SRV6A to VAN-SRV6B

1. Inthe console tree, click VAN-Print. In the center pane, identify the service’s current owner.

2. Inthe Actions pane, click Move this service or application to another node.

3. Click Move to node servername, where servername is the cluster node that is not the current owner.
4. In the Please confirm action dialog box, click Move VAN-Print to servername.
5

Wait for the service to move to the new owner. Then, in the center pane, verify that VAN-Print now
shows the new current owner and that all components are online.

Exercise 2: Configuring Cluster Resources

» Task 1: Change the preferred owner of VAN-Print to VAN-SRV6B
1. Inthe console tree, click VAN-Print.

2. Inthe Actions pane, click Properties.
3.  On the General tab, in the preferred owners area, select the VAN-SRV6B check box, click Up.
» Task 2: Change the failback settings to allow only failback to the preferred node

between 01:00 and 04:00
1. On the Failover tab, click Allow Failback.

2. Click Failback between.
3. Typein 1in the first box and 4 in the second box, and then click OK.

» Task 3: Close all virtual machines, and discard undo disks

1. For each running virtual machine, close the Virtual Machine Remote Control window.
2. In the Close box, select Turn off machine and discard changes. Click OK.

3. Close the 6423A Lab Launcher.



6-4

Implementing and Managing Windows Server® 2008 Clustering

Exercise 3: Clustering the File Services Role on Windows Server Core

Task 1: Start the virtual machines, and then log on

1

2
3
4,
5
6
7

On your host machine, click Start, point to All Programs, point to Microsoft Learning, and then
click 6423A. The Lab Launcher starts.

In the Lab Launcher, next to 6423A-VAN-DC1, click Launch.

In the Lab Launcher, next to 6423A-VAN-CORE6A, click Launch.
In the Lab Launcher, next to 6423A-VAN-COREG6B, click Launch.
In the Lab Launcher, next to 6423A-VAN-SRV6A, click Launch.
Minimize the Lab Launcher window.

Log on to VAN-CORE6A as Fabrikam\administrator using a password of Pa$$wOrd.

Task 2: Configure the iSCSI target mappings and shared drives on VAN-CORE6A

1
2.
3.

8.
9.

10.
11.
12.
13.
14.

At the command prompt, type sc config msiSCSI start= auto, and then press ENTER.
At the command prompt, type sc start msiSCSI, and then press ENTER.

On VAN-CORE6A, at the command prompt, type iscsicli QAddTargetPortal 192.168.12.10, and
then press ENTER.

At the command prompt, type iscsicli listtargets, and then press ENTER. Verify that the targets list
includes an iSCSI Qualified Name (IQN) value.

At the command prompt, type iscsicli QLoginTarget iqnvalue, where ignvalue is the IQN value
displayed in step 4, and then press ENTER.

At the command prompt, type iscsicli PersistentLoginTarget ignvalue T * * * * * * % * ¥ & % x x x %
where ignvalue is the IQN value displayed in step 5, and then press ENTER. The command must
include 15 asterisks with a space between each asterisk.

At the command prompt, type Diskpart, and then press ENTER.

At the command prompt, type Select Disk 1, and then press ENTER.

At the command prompt, type online disk, and then press ENTER.

At the command prompt, type attrib disk clear readonly, and then press ENTER.

At the command prompt, type create partition primary, and then press ENTER.

At the command prompt, type assign letter=F, and then press ENTER.

At the command prompt, type format fs=ntfs label=Cluster quick, and then press ENTER.
At the command prompt, type exit, and then press ENTER.

Task 3: Configure the iSCSI target mappings and shared drive on VANCORE6B

1

2
3.
4

Log on to VAN-CORE6B as Fabrikam\administrator using a password of Pa$$wOrd.
At the command prompt, type sc config msiSCSI start= auto, and then press ENTER.
At the command prompt, type sc start msiSCSI, and then press ENTER.

On VAN-CORE6A, at the command prompt, type iscsicli QAddTargetPortal 192.168.12.10, and
then press ENTER.
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5. At the command prompt, type iscsicli listtargets, and then press ENTER. Verify that the targets list
includes an IQN value.

6. At the command prompt, type iscsicli QLoginTarget iqnvalue, where ignvalue is the IQN value
displayed in step 5, and then press ENTER.

7. At the command prompt, type iscsicli PersistentLoginTarget iqnvalue T * * * * * * * % % * % % % % *
where ignvalue is the IQN value displayed in step 5, and then press ENTER.

8. At the command prompt, type Diskpart, and then press ENTER.

9. At the command prompt, type Select Disk 1, and then press ENTER.

10. At the command prompt, type online disk, and then press ENTER.

11. At the command prompt, type attrib disk clear readonly, and then press ENTER.
12. At the command prompt, type exit, and then press ENTER.

Task 4: Install the Failover Clustering feature on VAN-CORE6A

1. On VAN-CORE6A, at the command prompt, type start /w ocsetup FailoverCluster-Core and then
press ENTER. (This command is case sensitive.) The command will complete, and you will be returned
to the default prompt.

2. Use the Service Control command to query the status of the cluster service. At the command prompt,
type sc qc clussvc, and then press ENTER. Verify that the sc command returns QueryServiceConfig
SUCCESS.

Task 5: Install the Failover Clustering feature on VAN-CORE6B

1. On VAN-CORE6B, at the command prompt, type start /w ocsetup FailoverCluster-Core and then
press ENTER. (This command is case sensitive.) The command will complete, and you will be returned
to the default prompt.

2. Use the Service Control command to query the status of the cluster service. At the command prompt,
type sc qc clussvc, and then press ENTER. Verify that the sc command returns: QueryServiceConfig
SUCCESS.

Task 6: Create a cluster

1. On VAN-CORE6A, in the command prompt, type cd C:\Windows\cluster, and then press ENTER.

2. Type cluster VAN-CLUSTERO2 /create /ipaddr:10.10.0.109/255.255.0.0 and then press ENTER.

Task 7: Add VAN-COREG6B to the cluster

e On VAN-CORE6A, in the command prompt, type cluster VAN-CLUSTER02 /addnode /node:VAN-
COREG6B, and then press ENTER.

Task 8: Create a file share clustered service
1. Log on to VAN-SRV6A as Administrator with the password Pa$$wOrd.

2. Click Start, click Administrative Tools, and then click Failover Cluster Management. If the User
Account Control dialog box appears, confirm that the correct action displays, and then click
Continue.

3. Right-click Failover Cluster Management, and then click Manage a cluster.

4. In the Cluster name field, type VAN-Cluster02.fabrikam.com, and then click OK.
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In the Actions pane, click More Actions, and then click Configure Cluster Quorum Settings.
Click Next.

On the Select Quorum Configuration, click Node and File Share Majority, and then click Next.
In the Shared Folder Path field, type \\VAN-DC1\FSWS5, and then click Next.
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Click Next again, and then click Finish.

10. In the console tree, press the PLUS SIGN next to VANCluster02. Fabrikam.com to expand it and view
the items underneath it.

11. Click Storage, and then in the Actions pane, click Add a disk.

12. In the Add Disks to a Cluster dialog box, verify that the Cluster Disk 1 check box is selected, and
then click OK.

13. Click Services and Applications, and in the Actions pane, click Configure a Service or Application.
14. Review the text on the first page of the wizard, and then click Next.
15. Click File Server, and then click Next.

16. Type VAN-FILEO1 for the Name and 10.10.0.110 as the IP Address in the network specified as
10.10.0.0/16, and then click Next.

17. Select Cluster Disk 1 as the storage volume for the file server, click Next, and then click Next.

18. After the wizard runs and the Summary page appears, view a report of the tasks the wizard
performed by clicking View Report, and then click Finish.

19. In the console tree, make sure Services and Applications is expanded, and then select the clustered
print server VAN-FILEO1 that you just created.

» Task 9: Add a shared folder to VAN-FILEO1
1. Inthe console tree, ensure that VAN-FILEO1 is selected.

2. Inthe Actions pane, click Add a shared folder.
3. In the Location field, type: F:\Public, click Next, click Yes, and then click Next.
4

In the Share name field, type Public, and then click Next five times until the Review Settings and
Create Share page appears.

5. Click Create, and then click Close.

» Task 10: Log on to VAN-DC1, and verify the clustered shared folder
1. Log on to VAN-DC1 as Administrator with the password Pa$$wOrd.

2. Click Start, click Run, and then type \\VAN-File01\Public and then press ENTER.
3. In the Windows Explorer window, verify that you can connect to the share.
4

Close Windows Explorer.

» Task 11: Close all virtual machines, and discard undo disks

1. For each running virtual machine, close the Virtual Machine Remote Control window.
2. In the Close box, select Turn off machine and discard changes. Click OK.

3. Close the 6423A Lab Launcher.
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Lab: Maintaining Failover Clusters

Exercise 1: Monitoring Failover Clusters

Task 1: Start the virtual machines, and then log on

1
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On your host machine, click Start, point to All Programs, point to Microsoft Learning, and then
click 6423A. The Lab Launcher starts.

In the Lab Launcher, next to 6423A-VAN-DC1, click Launch.

In the Lab Launcher, next to 6423A-VAN-SRV6A, click Launch.

In the Lab Launcher, next to 6423A-VAN-SRV6B, click Launch.

Log on to VAN-SRV6A as Administrator with the password Pa$$wOrd.
Log on to VAN-SRV6B as Administrator with the password Pa$$wOrd.
Minimize the Lab Launcher window.

Complete the steps in the “To prepare for this lab” section.

Task 2: Identify the cluster events that occurred during the last reboot

2
3
4
5
6.
7
8
9

On VAN-SRV6A, click Start, click Administrative Tools, and then click Event Viewer.
In the console tree, press the PLUS SIGN to expand Applications and Services Logs.
In Applications and Services Logs, press the PLUS SIGN to expand Microsoft.

In Microsoft, press the PLUS SIGN to expand Windows.

In Windows, press the PLUS SIGN to expand FailoverClustering.

In FailoverClustering, click Operational to view the operational logs.

In the content pane, scroll through the list of events to locate Event ID 1061.

Click Event ID 1061.

Note the event text and time.

10. Click one of the events with an Event ID 1125. Review the event text.

11. Click one of the events with an Event ID 1131. Review the event text.

Task 3: Failover VAN-Print, and identify the events that occur

1

In the Failover Management Console, under VAN-CLUSTERO1, press the PLUS SIGN to expand
Services and Applications.

In Services and Applications, right-click VAN-Print, click Move this Service or Application to
another node, and then click Move to node VAN-SRV6B.

In the Please confirm action dialog box, click Move VAN-Print to VANSRV6B.

If not already opened, open Event Viewer by clicking Start, click Administrative Tools, and then click

Event Viewer. If the User Account Control dialog box appears, confirm that the correct action
displays, and then click Continue.



Maintaining Microsoft Failover Clusters 73

Access the FailoverClustering Operational log.
In the content pane, scroll through the list of events to locate Event ID 1200.
Click Event ID 1200.

Note the event text and time.
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Click one of the events with an Event ID 1201. Review the event text.
10. Click one of the events with an Event ID 1203. Review the event text.

11. Click one of the events with an Event ID 1204. Review the event text, and then close the Event Viewer.

Task 4: View dependencies on the file cluster

1. In the Failover Cluster Management console tree, expand Services and Applications.
2. In Services and Applications, right-click VAN-Print.

3. Click Show Dependency Report.
4

In the Dependency Report, scroll down to the bottom of the report, and identify the VAN-Print
dependencies.

5. Close Microsoft® Internet Explorer®.
Exercise 2: Performing Backups on a Failover Cluster

Task 1: Verify the cluster functionality

1. If not already opened, open the Failover Cluster Management snap-in by clicking Start, click
Administrative Tools, and then click Failover Cluster Management.

2. In the console tree, click VAN-CLUSTERO1.Fabrikam.com.

3. Inthe Content pane, verify that there are no application alerts and that the cluster is online.

Task 2: Create a backup of the cluster configuration database

1. Open Windows Server Backup by clicking Start, click Administrative Tools, and then click Windows
Server Backup.

2. In the Windows Server Backup window, in the Actions pane, select Backup Once.

3. In the Backup Once Wizard, verify that Different Options is selected, and then click Next.

4. Select Custom, and then click Next.

5. Verify that Local Disk (C:) and Enable System Recovery are selected, and then click Next.

6. Select Remote Shared Folder, and then click Next.

7. Type \\VAN-DC1\Backup as the remote shared folder, select Inherit, and then click Next.

8. Select VSS Full Backup, and then click Next.

9. Click Backup.

10. After the backup completes, click Close.

11. Wait for the backup to complete. The backup will take about 15 minutes. Close the Windows Server

Backup window.
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Exercise 3: Performing an Authoritative Restore on a Failover Cluster

» Task 1: Delete a cluster

1

2
3
4,
5
6

If not already opened, open the Failover Cluster Management snap-in by clicking Start, click
Administrative Tools, and then click Failover Cluster Management.

In the console tree, expand VAN-CLUSTERO1.Fabrikam.com.

Expand Services and Applications.

In Services and Applications, right-click VAN-Print, and then click Delete.
In the Confirmation dialog bo, click Delete VAN-Print.

Close Failover Cluster Management.

» Task 2: Perform an authoritative restore

1

10.
11.

12.
13.
14.

Start an administrator-elevated command prompt by clicking Start, right-click Command Prompt,
and then click Run as administrator.

At the command prompt, type wbadmin get versions, and then press ENTER.

Locate the backup that you just performed by matching the backup time with the time that the
backup was performed, and note the backup's version identifier.

At the command prompt, type wbadmin start recovery - version:versionidentifier -itemtype:app
-items:cluster, and then press ENTER (where the version information matches the version noted in
the previous step).

Type Y, and then press ENTER. Wait for the restore to complete. The restore will take about five
minutes.

When the restore completes, at the command prompt, type sc stop clussvc, and then press ENTER.
Type sc start clussvc, and then press ENTER.

Open the Failover Cluster Management snap-in by clicking Start, click Administrative Tools, and
then click Failover Cluster Management.

In the console tree, expand VAN-CLUSTERO1.
Under VAN-CLUSTERO1, click Nodes.

In the center pane, verify that the server status is Up. If it is not, rightclick VAN-SRV6A, and
then click Resume.

In the Nodes pane, click VAN-SRV6B.
In the Actions pane, click More Actions, and then click Start Cluster Service.

In the left pane, under Services and Applications, click VAN-Print and verify that it is online. If it is
not online, right-click VAN-Print, and then click Bring this service or application online.

» Task 3: Close all virtual machines, and discard undo disks

1
2.
3.

For each running virtual machine, close the Virtual Machine Remote Control window.
In the Close box, select Turn off machine and discard changes. Click OK.

Close the 6423A Lab Launcher.
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Lab: Implementing a Network Load Balancing (NLB) Cluster
Exercise 1: Preparing the NLB Cluster Nodes

Task 1: Start the virtual machines

1. On your host machine, click Start, point to All Programs, point to Microsoft Learning, and then
click 6423A. The Lab Launcher starts.

In the Lab Launcher, next to 6423A-VAN-DC1, click Launch.

In the Lab Launcher, next to 6423A-VAN-SRV3A, click Launch.

In the Lab Launcher, next to 6423A-VAN-SRV3B, click Launch.

Minimize the Lab Launcher window.

Log on to VAN-DC1 as Administrator using a password of Pa$$wOrd.

Log on to VAN-SRV3A as Fabrikam\Administrator using a password of Pa$$wOrd.
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Log on to VAN-SRV3B as Administrator using a password of Pa$$wOrd.

Task 2: Prepare network connections for NLB on VAN-SRV3A
On VAN-SRV3A, click Start, point to Administrative Tools, and then click Server Manager.

In the Computer Information area, click View Network Connections.
Right-click Local Area Connection, and click Rename.

Type Client Network, and then press ENTER.

Right-click Local Area Connection 2, and then click Rename.

Type Cluster Network, and then press ENTER.

Close the Network Connections window.

Click Start, and then click Command Prompt.
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At the command prompt, type IPConfig /all, and then press ENTER. Verify that the Client Network is
assigned an IP address of 10.10.0.24 and the Cluster Network is assigned an address of 192.168.12.13.

10. Close Server Manager.

Task 3: Prepare network connections for NLB on VAN-SRV3B

On VAN-SRV3B, click Start, point to Administrative Tools, and then click Server Manager.
In the Computer Information area, click View Network Connections.

Right-click Local Area Connection, and then click Rename.

Type Client Network, and then press ENTER.

Right-click Local Area Connection 2, and then click Rename.

Type Cluster Network, and then press ENTER.
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Close the Network Connections window.
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10.

Click Start, and then click Command Prompt.

At the command prompt, type IPConfig /all, and then press ENTER. Verify that the Client Network is
assigned an IP address of 10.10.0.25 and the Cluster Network is assigned an address of 192.168.12.14.

Close Server Manager.

» Task 4: Create a Web site on VAN-SRV3A

1

v woN
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10.
11.

On VAN-SRV3A, switch to the Command Prompt.

Type md C:\Webapp, and then press ENTER.

Type copy c:\inetpub\SVR3A.txt C:\Webapp\default.htm, and then press ENTER.
Close the command prompt.

Click Start, point to Administrative Tools, and then click Internet Information Services (lIS)
Manager.

In the left pane, expand VAN-SRV3A, and then click Sites.
Right-click Sites, and then click Add Web Site.

In the Web site name field, type Webapp.

In the Physical path field, type C:\Webapp.

In the Port field, type 8080, and then click OK.

Close Internet Information Services (IIS) Manager.

» Task 5: Create a Web site on VAN-SRV3B

1

2
3
4,
5
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10.
11.

On VAN-SRV3B, switch to the Command Prompt.

Type md C:\Webapp, and then press ENTER.

Type copy c:\inetpub\SVR3B.txt C:\Webapp\default.htm, and then press ENTER.
Close the command prompt.

Click Start, point to Administrative Tools, and then click Internet Information Services (lIS)
Manager.

In the left pane, expand VAN-SRV3B, and then click Sites.
Right-click Sites, and then click Add Web Site.

In the Web site name field, type Webapp.

In the Physical path field, type C:\Webapp.

In the Port field, type 8080, and then click OK.

Close Internet Information Services (IIS) Manager.

» Task 6: Configure firewall rules for the Web site

1

On VAN-SRV3A, click Start, point to Administrative Tools, and then click Windows Firewall with
Advanced Security.

Click Inbound Rules to select it.

Right-click Inbound Rules, and then click New Rule.



9-4

Implementing and Managing Windows Server® 2008 Clustering

© ® N o U ok

11.
12.
13.
14.
15.
16.
17.
18.

Click Port, and then click Next.

Click TCP, click Specific local ports, type 8080, and then click Next.
Click Allow the connection, and then click Next.

Verify that the rule applies to all profiles, and then click Next.

In the name field, type Web Application, and then click Finish.
Close Windows Firewall with Advanced Security.

On VAN-SRV3B, click Start, point to Administrative Tools, and then click Windows Firewall with
Advanced Security.

Click Inbound Rules to select it.

Right-click Inbound Rules, and then click New Rule.

Click Port, and then click Next.

Click TCP, click Specific local ports, type 8080, and then click Next.
Click Allow the connection, and then click Next.

Verify that the rule applies to all profiles, and then click Next.

In the name field, type Web Application, and then click Finish.

Close Windows Firewall with Advanced Security.

Task 7: Verify Web site functionality

1

2
3.
4

On VAN-DC], click Start, click All Programs, and then click Internet Explorer.
In the Address bar, type http://VAN-SRV3A:8080, and then press ENTER.
In the Address bar, type http://VAN-SRV3B:8080, and then press ENTER.

Close Microsoft® Internet Explorer®.

Task 8: Install the Network Load Balancing feature
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10.

On VAN-SRV3A, click Start, point to Administrative Tools, and then click Server Manager.
In the left pane, click Features, and then click Add Features.

Select the Network Load Balancing check box, click Next, and then click Install.

When the installation is complete, click Close.

Close Server Manager.

On VAN-SRV3B, click Start, point to Administrative Tools, and then click Server Manager.
In the left pane, click Features, and then click Add Features.

Select the Network Load Balancing check box, click Next, and then click Install.

When the installation is complete, click Close.

Close Server Manager.
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Exercise 2: Configuring an NLB Failover Cluster

Task 1: Create an NLB cluster

1

© ® N o U A W N

=
e

11.
12.

On VAN-SRV3A, click Start, point to Administrative Tools, and then click Network Load Balancing
Manager.

In the left pane, right-click Network Load Balancing Clusters, and then click New Cluster.
In the Host field, type VAN-SRV3A, and then click Connect.

Click Client Network, and then click Next.

Click Next to accept the default values for host parameters.

Click Add to add a cluster IP address.

In the IPv4 address field, type 10.10.0.100.

In the Subnet mask field, type 255.255.0.0, click OK, and then click Next.

In the Full Internet name field, type webapp.fabrikam.com.

Click Unicast, click Next, and then click Finish.

Click Start, and then click Command Prompt.

At the command prompt, type Ipconfig /all, and then press ENTER. Verify that the 10.10.0.100
address has been added to the Client Network. Close the command prompt.

Task 2: Add VAN-SRV3B to the NLB cluster

1
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10.

On VAN-SRV3B, click Start, point to Administrative Tools, and then click Network Load Balancing
Manager.

In the left pane, right-click Network Load Balancing Clusters, and then click Connect to Existing.
In the Host field, type VAN-SRV3A, and then click Connect.

Click webapp.fabrikam.com, and then click Finish.

Right-click webapp.fabrikam.com, and then click Add Host To Cluster.

In the Host field, type VAN-SRV3B, and then click Connect.

Click Client Network, and then click Next.

Click Next to accept the default values for host parameters, and then click Finish.

Click Start, and then click Command Prompt.

At the command prompt, type Ipconfig /all, and then press ENTER. Verify that the 10.10.0.100
address has been added to the Client Network. Close the command prompt.

Task 3: Configure a Domain Name System (DNS) record for the NLB cluster

1

2
3.
4

On VAN-DC1, click Start, point to Administrative Tools, and then click DNS.
Expand VAN-DC1, expand Forward Lookup Zones, and then expand Fabrikam.com.
Right-click Fabrikam.com, and then click New Host (A or AAAA).

In the New Host dialog box, type Webapp as the Name and 10.10.0.100 as the IP Address. Click
Add Host, click OK, and then click Done.
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5.

Close the DNS Manager.

Task 4: Configure port rules for failover

1

2
3
4.
5
6
7

In the Network Load Balancing Manager on VAN-SRV3A, right-click webapp.fabrikam.com, and
then click Cluster Properties.

Click the Port Rules tab.

Click the existing port rule, and then click Edit.

In the Port range field, type from 8080 to 8080.

In the Protocols area, click TCP.

In the Filtering mode area, click Single host, and then click OK.

Click OK to save the changes to the cluster properties. Wait until the hosts are shown as converged.

Task 5: Verify cluster failover

1
2.
3.

On VAN-DC1, click Start, point to All Programs, and then click Internet Explorer.
In the Address bar, type http://webapp.fabrikam.com:8080, and then press ENTER.

Reload the page several times to confirm the server from which the page is being loaded, and then
close Microsoft® Internet Explorer®.

In the Network Load Balancing Manager on VAN-SRV3A, right-click servername, where servername is
the server from which the page was being loaded, point to Control Host, and then click Stop.

On VAN-DC1, open Internet Explorer, and then connect to http://webapp.fabrikam.com:8080.
Verify that the page now loads from the other server.

Close Internet Explorer.

In the Network Load Balancing Manager on VAN-SRV3A, right-click servername, where servername is
the server that is stopped, point to Control Host, and then click Start.

Task 6: Configure a port rule for load balancing

1

2
3
4.
5
6

In the Network Load Balancing Manager on VAN-SRV3A, right-click webapp.fabrikam.com, and
then click Cluster Properties.

Click the Port Rules tab.

Click the existing port rule, and then click Edit.

In the Filtering mode area, click Multiple host.

Next to the Affinity label, click None, and then click OK.

Click OK to save the changes to the cluster properties.

Task 7: Verify cluster load balancing

1

2
3.
4

On VAN-DC1, click Start, point to All Programs, and then click Internet Explorer.

In the Address bar, type http://webapp.fabrikam.com:8080, and then press ENTER.
On VAN-SRV3A, click Start, point to All Programs, and then click Internet Explorer.
In the Address bar, type http://webapp.fabrikam.com:8080, and then press ENTER.
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5. On VAN-SRV3B, click Start, point to All Programs, and then click Internet Explorer.
6. Inthe Address bar, type http://webapp.fabrikam.com:8080, and then press ENTER.

7. Verify that the page loads from different Web servers in the cluster.

» Task 8: Close all virtual machines, and discard undo disks

1. For each running virtual machine, close the Virtual Machine Remote Control window.
2. In the Close box, select Turn off machine and discard changes. Click OK.

3. Close the 6423A Lab Launcher.
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Send Us Your Feedback

You can search the Microsoft Knowledge Base for known issues at Microsoft Help and Support before
submitting feedback. Search using either the course number and revision, or the course title.

Note Not all training products will have a Knowledge Base article — if that is the case, please ask your
instructor whether or not there are existing error log entries.

Courseware Feedback

Send all courseware feedback to support@mscourseware.com. We truly appreciate your time and effort.

We review every e-mail received and forward the information on to the appropriate team. Unfortunately,
because of volume, we are unable to provide a response but we may use your feedback to improve your
future experience with Microsoft Learning products.

Reporting Errors

When providing feedback, include the training product name and number in the subject line of your e-
mail. When you provide comments or report bugs, please include the following:

e Document or CD part number
e Page number or location
e Complete description of the error or suggested change

Please provide any details that are necessary to help us verify the issue.

Important All errors and suggestions are evaluated, but only those that are validated are added to the
product Knowledge Base article.


http://go.microsoft.com/fwlink/?LinkId=64183�
mailto:support@mscourseware.com�
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