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Windows Server 2012 

Hyper-V: A more complete 

virtualization platform 
Traditional datacenters were built with physical servers running a dedicated workload. Each server in the 

datacenter was designed, purchased, deployed, and maintained for the sole purpose of running a single 

workload. If the workload was later retired or upgraded, the physical  server was either repurposed or 

retired. 

This approach had several significant drawbacks, including : 

¶ High operational costs  due to low server utilization resulting in non-optimized physical space 

allocation and power consumption.  

¶ Long deployment cycles  due to lengthy purchase processes for, and manual deployment of , new 

servers every time the datacenter added new workloads. 

Virtualization, however, has enabled a new generation of datacenters. Instead of each workload requiring  

a dedicated server, virtualization makes it possible to run  multiple workloads on the same server. This 

addresses the issue of low server utilization; it also reduces the total number of physical servers and thus 

overall power consumption  in the datacenter.  

With Windows Server 2012 Hyper-V, it is now easier than ever for organizations to take advantage of the 

cost savings of virtualization and make the optimum use of server hardware investments by consolidating 

multiple server roles as separate virtual machines. You can use Hyper-V to efficiently run multiple 

operating systems ñ Microsoft Windows, Linux, and others ñ in parallel, on a single server. Windows 

Server 2012 extends this with more features, greater scalability and built -in reliability mechanisms. 

In the datacenter, on the desktop, and now in the cloud, the Microsoft virtualiza tion platform ñled by 

Hyper-V and management toolsñoffers exceptional value for the money. 

More secure multitenancy 
A critical requirement of  datacenters in todayõs cloud-based computing and services environment is that 

they provide a common infrastructure serving multiple groups  or customersñall the while keeping each 

groupõs data private and secure by enforcing full isolation of each workload from all other groupsõ 

workloads. Multitenancy, as it is known, provided a good level of workload isolation between virtual 

machines in server virtualization, but until Windows Server 2012, the network layer of the virtualized 

datacenter was still not fully isolated. 

Windows Server 2012 incorporates Hyper-V Network Virtualization to provide more secure multitena ncy 

through features such as: 

¶ Multitena nt security and isolation . This provides the flexibility to restrict any customerõs access to a 

virtual machine on any node while still maintaining network and storage traffic  isolation. 
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¶ Extending the Hyper -V Extensible Switch  for new capabilities . The Hyper-V Extensible Switch 

supports third -party plug-in extensions that can provide enhanced networking and security capabilities 

tailored to the unique complexities and requirements of your virtual environment.  

Flexible infrastructure, when and where you need it 
Adding and moving servers is now faster and easier. New features give you the flexibility to place and 

move servers in your datacenter as needed, with ease. Among these new features and benefits are: 

¶ Scale beyond VLANs with Hyper -V Network Virtualization . Network Virtualization provides the 

flexibility to place a virtual machine on any node regardless of its IP address, even across the cloud. 

¶ Migrat e virtual machines  without downtime . Live migration improvements add the flexibility to 

move multiple virtual machines without limitation , including outside a clustered environment.  

¶ Mov e virtual machine  storage with  no downtime . You now have the flexibility to move virtual hard 

disks without any significant downtime.  

¶ Reliably import virtual machine s. The Import Wizard for virtualization makes it easier and safer to 

import multiple servers for virtualization.  

¶ Merge snapshots while the virtual machine is running . This feature allows live merging of virtual 

machine snapshots. You now apply changes or manage a snapshot with little effect on users. 

¶ Use new automation support for Hyper -V. IT pros can easily automate Hyper-V management tasks 

and reduce the administrative overhead in a cloud computing environment . This support provides you 

with more than 140 Hyper-V cmdlets for Microsoft Windows PowerShell. 

Scale, performance, and density 
Designing for an increase in datacenter scale requires that various capabilities be considered, such as: 

¶ Virtual machine density. 

¶ Hardware innovations resulting in ever higher performance servers. 

¶ Hardware acceleration technologies, whenever these are beneficial. 

Windows Server 2012 Hyper-V includes a significant number of new features that let you take advantage 

of the latest hardware on servers, network adapters, and storage devices. This all leads to increased 

scalability of the datacenter and fewer physical servers needed to run more virtual machine workloads. 

These features include: 

¶ Hyper -V host scale and scale-up workload support . With this support,  you can configure up t o 320 

logical processors on hardware, 4 TB of physical memory, 64 virtual processors, and up to 1 TB of 

memory on a virtual machine. You also can have up to 64 nodes and 4,000 virtual machines in a 

cluster. 

¶ Dynamic Memory improvements for Hyper -V. These improvements dramatically increase virtual 

machine consolidation ratios and improve reliability for restart operations . This can lead to lower costs, 

especially in environments that have many idle or low-load virtual machines (such as VDI). 

¶ Resource Metering in Hyper -V. Resource Metering provides the ability to track and report the 

amount of data that is transferred per IP address or virtual machineñhelping to  ensure accurate 

showback and chargeback. 
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¶ New virtual hard disk  format . This new format, called VHDX, is designed to better handle current and 

future workloads. It also addresses the technological demands of an enterpriseõs evolving needs by 

increasing storage capacity, protecting data, improving quality performance on 4 KB disks, and 

providing additional operation -enhancing features. 

¶ Offloaded Data Transfer support in Hyper -V. With offloaded data transfer support, the CPU can 

concentrate on the processing needs of the application rather than networking or storage overhead.  

¶ Data Center Bridging . Data Center Bridging (DCB) takes advantage of current innovations to reduce 

the cost and difficulty of maintaining separate network, management, live migration , and storage 

traffic by using a modern, converged 10-gigabit (G) local area network (LAN). 

¶ Virtual Fibre Channel in Hyper -V. This feature provides the ability to cluster Hyper-V guest operating 

system over Fibre Channel. 

¶ Support  for  4 KB disk sectors  in Hyper -V virtual disks . Support for 4,096 byte (4 KB) disk sectors 

lets you take advantage of the emerging innovation in storage hardware that provides increased 

capacity and reliability. 

¶ Quality of Service . Quality of Service (QoS) provides the ability to programmatically adhere to a  

service level agreement (SLA) by specifying the minimum bandwidth that is available to a virtual 

machine or a port. It prevents latency issues by allocating maximum bandwidth use for a virtual 

machine or port.  

High availability  
Building highly scalable datacenters also implies the need for complete redundancy. No single component 

in a modern datacenter can be assumed to work forever, but with the right platform support, the 

datacenter can be designed to: 

¶ Be resilient to failures. 

¶ Increase resiliency for customers who move to a virtualized platform .  

To ensure that Windows Server 2012 meets and exceeds these design requirements for high availability, 

many new features have been developed, including  the following : 

¶ Incremental backups . This feature permits true differential disk backups of virtual hard disks to help 

ensure that data is backed up and restored when necessary. It also reduces storage costs because it 

backs up only what has changed, not the entire disk. 

¶ Hyper -V Replica. Asynchronous, application-consistent virtual machine replication is built  into 

Windows Server 2012. It permit s replication of Hyper-V virtual machines between two locations for 

business continuity and failure recovery. Hyper-V Replica works with nearly any server, network, and 

storage vendors. 

¶ NIC Teaming . Servers often require full resiliency. At the network level, this means two network 

adapters should be teamed together to act as one. If one adapter fails, the other adapter can still 

provide connectivity to that server. Network Interface Card (NIC) Teaming provides resiliency (failover) 

in addition to load balancing and aggregation of bandwidth.  

¶ Hyper -V clustering enhancements . By clustering your virtualized platform, you can increase 

availability and enable access to server-based applications during  planned or unplanned downtime.  

Windows Server 2012 provides many new enhancements for your Hyper-V clustered environment. 
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More secure multitenancy 
This section contains a description of the new Hyper-V features in Windows Server 2012 that provide 

more secure multitenancy in your virtualized environment . The feature sections included are: 

¶ Multitena nt security and isolation. 

¶ Extending the Hyper-V Extensible Switch for new capabilities. 

Multitenant security and isolation 
Virtualized datacenters are becoming more popular and practical every day. IT organizations and hosting 

providers have begun offering infrastructure as a service (IaaS), which provides more flexible, virtualized 

infrastructures (òserver instances on-demandó) to customers. Because of this trend, IT organizations and 

hosting providers must offer customers enhanced security and isolation from one another.  

If youõre hosting two companies, you must ensure that each company is provided its own privacy and 

security. Before Windows Server 2012, server virtualization provided isolation between virtual machines, 

but the network layer of the datacenter was still not fully isolated and implied layer -2 connectivity 

between different workloads that run over the same infrastructure.  

For the hosting provider, isolation in the virtualized environment must be equal to isolation in the physical 

datacenter, to meet customer expectations and not be a barrier to cloud adoption.  

Isolation is almost as important in an enterprise environment. Although all internal departments belong to 

the same organization, certain workloads and environments (such as finance and human resources 

systems) must still be isolated from each other. IT departments that offer private clouds and move to an 

IaaS operational model must consider this requirement and provide a way to isolate such highly sensitive 

workloads. 

Windows Server 2012 contains new security and isolation capabilities through the Hyper-V Extensible 

Switch. 

Technical description 

The Hyper-V Extensible Switch is a layer-2 virtual network switch that provides programmatically managed 

and extensible capabilities to connect virtual machines to the physical network with policy  enforcement 

for security and isolation. The figure on the following page shows a network using the Hyper-V Extensible 

Switch. 
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Figure 1: Network with Hyper-V Extensible Switch 

 

With Windows Server 2012, you can configure Hyper-V servers to enforce network isolation among any 

set of arbitrary isolation groups, which are typically defined for individual customers or sets of workloads.  

Windows Server 2012 provides the isolation and security capabilities for multitena ncy by offering the 

following new features: 

¶ Multitena nt virtual machine isolation through private virtual LANs (PVLANs). 

¶ Protection from Address Resolution Protocol/Neighbor Discovery (ARP/ND) poisoning (also called 

spoofing). 

¶ Protection against Dynamic Host Configuration Protocol (DHCP) snooping and DHCP guard. 

¶ Isolation and metering using v irtual port access control lists (ACLs). 

¶ The ability to trunk traditional VLANs to virtual machines . 

¶ Monitoring . 

¶ Windows PowerShell/Windows Management Instrumentation (WMI) . 

Virtual machine isolation with PVLANs  

VLAN technology is traditionally used to subdivide a network and provide isolation for individual groups 

that share a common physical infrastructure. Windows Server 2012 introduces support for PVLANs, a 

technique used with VLANs that can be used to provide isolation between two virtual machines on the 

same VLAN. 

When a virtual machine doesnõt need to communicate with other virtual machines, you can use PVLANs to 

isolate it from other virtual machines in your datacenter. By assigning each virtual machine in a PVLAN, 

one primary VLAN ID and one or more secondary VLAN IDs, you can put the secondary PVLANs into one 

of three modes (as shown in the following table). These PVLAN modes determine which other virtual 

machines on the PVLAN a virtual machine can talk to. To isolate a virtual machine, put it in isolated mode.  
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Table 1: PVLAN modes for virtual machine isolation  

PVLAN mode Description 

Isolated Isolated ports cannot exchange packets with each other at layer 2. 

Promiscuous Promiscuous ports can exchange packets with any other port on the same 

primary VLAN ID. 

Community Community ports on the same VLAN ID can exchange packets with each other at 

layer 2. 

The following figure shows how the three PVLAN modes can be used to isolate virtual machines that 

share a primary VLAN ID. 

Figure 2: Example PVLAN with primary VLAN ID 2 

 

ARP/ND poisoning  and spoofing protection  

The Hyper-V Extensible Switch provides protection against a malicious virtual machine stealing IP 

addresses from other virtual machines through ARP spoofing (also known as ARP poisoning in IPv4). With 

this type of man-in-the-middle attack, a malicious virtual machine sends a fake ARP message, which 

associates its own MAC address to an IP address that it doesnõt own. Unsuspecting virtual machines send 

network traffic targeted to that IP address to the MAC address of the malicious virtual machine instead of 

the intended destination. For IPv6, Windows Server 2012 provides equivalent protection for ND spoofing.  

DHCP Guard protection  

In a DHCP environment, a rogue DHCP server could intercept client DHCP requests and provide incorrect 

address information. The rogue DHCP server could cause traffic to be routed to a malicious intermediary 
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that sniffs all traffic before forwarding it to the legitimate destination. To protect against this particular 

man-in-the-middle attack, the Hyper-V administrator can designate which Hyper-V Extensible Switch 

ports can have DHCP servers connected to them. DHCP server traffic from other Hyper-V Extensible 

Switch ports is automatically dropped. The Hyper-V Extensible Switch now protects against a rogue DHCP 

server attempting to provide IP addresses that would cause traffic to be rerouted.  

Virtual port ACLs for network isolation and metering  

Port ACLs provide a mechanism for isolating networks and metering network traffic for a virtual port on 

the Hyper-V Extensible Switch. By using port ACLs, you can meter the IP addresses or MAC addresses that 

can (or cannot) communicate with a virtual machine. For example, you can use port ACLs to enforce 

isolation of a virtual machine by letting it talk only to the Internet , or communicate only with a predefined 

set of addresses. By using the metering capability, you can measure network traffic going to or from a 

specific IP address or MAC address, which lets you report on traffic, sent or received from the Internet or 

from network storage arrays. 

You also can configure multiple po rt ACLs for a virtual port. Each port ACL consists of a source or 

destination network address, and a permit to deny or meter action. The metering capability also supplies 

information about the number of instances where traffic was attempted to or from a virtual machine from 

a restricted (òdenyó) address.  

Trunk mode to virtual machines  

A VLAN makes a set of host machines or virtual machines appear to be on the same local LAN, 

independent of their actual physical locations. With the Hyper-V Extensible Switch trunk mode, traffic 

from multiple VLANs can now be directed to a single network adapter in a virtual machine that could 

previously receive traffic from only one VLAN. As a result, traffic from different VLANs is consolidated, and 

a virtual machine can listen in on multiple VLANs. This feature can help you shape network traffic and 

enforce multiten ant security in your datacenter. 

Monitoring  

Many physical switches can monitor the traffic from specific ports flowing through specific virtual 

machines on the switch. The Hyper-V Extensible Switch also provides this port mirroring , enabling you to 

designate which virtual ports should be monitored and to which virtual port the monitored traffic should 

be delivered for further processing. For example, a security-monitoring virtual machine can look for 

anomalous patterns in the traffic that flows through other specific virtual machines on the switch. In 

addition, you can diagnose network connectivity issues by monitoring traffic bound for a particular virtual 

switch port. 

Windows PowerShell  and WMI  

Windows Server 2012 now provides Windows PowerShell cmdlets for the Hyper-V Extensible Switch that 

lets you build command -line tools or automated scripts for setup, configuration, monitoring, and 

troubleshooting. These cmdlets can be run remotely. Windows PowerShell also enables third parties to 

build their o wn tools to manage the Hyper-V Extensible Switch. 

Requirements 

Multitena nt security and isolation require Windows Server 2012 and the Hyper-V server role. 
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Summary 

Windows Server 2012 multitena nt isolation keeps customer virtual machines isolated, even when they are 

stored on the same physical server. Windows Server 2012 provides better multitenant security for 

customers on a shared IaaS cloud through the new Hyper-V Extensible Switch, which provides: 

¶ Security and isolation . The Hyper-V Extensible Switch provides better security and isolation for IaaS 

multitenancy with PVLAN support, protection against ARP poisoning and spoofing, protection against 

DHCP snooping, virtual port ACLs, and VLAN trunk mode support. 

¶ Monitoring . With port mirroring, you can run security and diagnostics applications in virtual machines 

that can monitor virtual machine network traffic. Port mirroring also supports live migration  of 

extension configurations. 

¶ Manageability . You can now use Windows PowerShell and WMI support for comman d-line and 

automated scripting support , as well as full event logging.  

Multitena nt isolation in Windows Server 2012 addresses concerns that may have previously prevented 

organizations from deploying Hyper-V within the datacenters. Two such concerns are: 

¶ Additional management overhead of implementing VLANs on the Ethernet switching infrastructure to 

ensure isolation between their customersõ virtual infrastructures. 

¶ Security risk of a multitenant virtualized environment . 

With Hyper-V in Windows Server 2012, you can now use port ACLs to isolate customersõ networks from 

one another and not be required to set up and maintain VLANs. Also, your security needs are met by 

protection against ARP spoofing and DHCP snooping. 

Extending the Hyper-V Extensible Switch for new 

capabilities 
Many enterprises need the ability to extend virtual switch features with their own plug -ins to suit their 

virtual environment. When IT professionals install virtual switches, they naturally look for the same kind of 

functionality that they  can achieve on physical networks, such as adding firewalls, intrusion detection 

systems, and network traffic monitoring tools. However, the challenge has been finding easy ways to add 

virtualized appliances, extensions, and other features and functions to virtual switches. Most virtual switch 

technology offerings are built around closed systems that make it difficult for enterprise developers and 

third -party vendors to build solutions and to quickly and easily install new functionality into their virtual 

switches. 

The Hyper-V Extensible Switch changes all that. With the Hyper-V Extensible Switch, IT professionals can 

easily add more functionality to their virtual machines and networks. At the same time, it gives internal 

enterprise developers and third-party providers an open platform for creating solutions that extend the 

basic functionality of the switch.  If youõre in charge of making IT purchasing decisions at your company, 

you want to know that the virtualization platform you choose wonõt lock you in to a small set of 

compatible features, devices, or technologies. 

In Windows Server 2012, the Hyper V Extensible Switch provides new extensibility features. 



 Windows Server 2012: Server Virtualization 

 

16 

 

Technical description 

The Hyper-V Extensible Switch in Windows Server 2012 is a layer-2 virtual network  switch that provides 

programmatically managed and extensible capabilities to connect virtual machines to the physical 

network. The Hyper-V Extensible Switch is an open platform that lets multiple vendors provide extensions 

written to standard Windows API frameworks. The reliability of extensions is strengthened through the 

Windows standard framework and reduction of required third -party code for functions , and is backed by 

the Windows Hardware Quality Labs (WHQL) certification program. You can manage the Hyper-V 

Extensible Switch and its extensions by using Windows PowerShell, or programmatically with WMI or the 

Hyper-V Manager UI. 

This section focuses on open extensibility and manageability for third -party extensions. For additional 

capabilities of the Hyper-V Extensible Switch, see the "Quality of Service" and "Multitena nt Security and 

Isolation" sections in this paper. 

Extensibility  

The Hyper-V Extensible Switch architecture in Windows Server 2012 is an open framework that lets third 

parties add new functionality such as monitoring, forwarding, and filtering into the virtual switch. 

Extensions are implemented by using Network Device Interface Specification (NDIS) filter drivers and 

Windows Filtering Platform (WFP) callout drivers. These two public Windows platforms for extending 

Windows networking functionality are used as follows: 

¶ NDIS filter drivers  are used to monitor or modify network packets in Windows.  NDIS filters were 

introduced with the NDIS 6.0 specification. 

¶ WFP callout drivers , introduced in Windows Vista and Windows Server 2008, let independent 

software vendors (ISVs) create drivers to filter and modify TCP/IP packets, monitor or authorize 

connections, filter IP security (IPsec)-protected traffic, and filter remote procedure calls (RPCs). Filtering 

and modifying TCP/IP packets provides unprecedented access to the TCP/IP packet processing path. In 

this path, you can examine or modify outgoing and incoming packets before additional processing 

occurs. By accessing the TCP/IP processing path at different layers, you can more easily create firewalls, 

antivirus software, diagnostic software, and other types of applications and services. For more 

information, see the Windows Filtering Platform. 

Extensions may extend or replace three aspects of the switching process: 

¶ Ingress filtering. 

¶ Destination lookup and forwarding . 

¶ Egress filtering. 

In addition, by monitoring extensions you can gather statistical data by monitoring traffic at different 

layers of the switch. Multiple monitoring and filtering extensions can be supported at the ingress and 

egress portions of the Hyper-V Extensible Switch. Only one instance of the forwarding extension may be 

used per switch instance, and it overrides the default switching of the Hyper-V Extensible Switch. 

The table on the following page  lists the various types of Hyper-V Extensible Switch extensions. 

  

http://msdn.microsoft.com/en-us/library/ff565501(v=VS.85).aspx
http://msdn.microsoft.com/en-us/windows/hardware/gg463267.aspx
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Table 2: Types of Hyper-V Extensible Switch extensions 

Extension Purpose Examples Extensibility 

component 

Network 

Packet 

Inspection 

Inspecting network packets, but 

not altering them.  

sFlow and network 

monitoring  

NDIS filter driver 

Network 

Packet Filter 

Injecting, modifying, and dropping 

network packets. 

Security NDIS filter driver 

Network 

Forwarding 

Third-party forwarding that 

bypasses default forwarding. 

OpenFlow, Virtual Ethernet 

Port Aggregator (VEPA), and 

proprietary network fabrics  

NDIS filter driver 

Firewall/ 

Intrusion 

Detection 

Filtering and modifying TCP/IP 

packets, monitoring or authorizing 

connections, filtering IPsec-

protected traffic, and filtering RPCs. 

Virtual firewall and 

connection monitoring  

WFP callout 

driver  

The Hyper-V Extensible Switch provides an open-switch API that lets enhanced switch and management 

products work with Hyper-V. 

The Hyper-V Extensible Switch architecture in Windows Server 2012 is an open framework that lets third 

parties add new functionality into the virtual switch. The following figure shows the architecture of the 

Hyper-V Extensible Switch and the extensibility model. 

Figure 3: Architecture of the Hyper-V Extensible Switch 
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Some other features of Hyper-V Extensible Switch extensibility are: 

¶ Extension monitoring . Monitoring extensions lets you gather statistical data by monitoring traffic at 

different layers of the Hyper-V Extensible Switch. Multiple monitoring and filtering extensions can be 

supported at the ingress and egress portions of the Hyper-V Extensible Switch. 

¶ Extension uniqueness . Extension state/configuration is unique to each instance of an Extensible 

Switch on a machine. 

¶ Extensions that learn from virtual machine life  cycle. A virtual machineõs activity cycle is similar to 

that of physical servers, having peak times during various times of the day or night based on its core 

workloads. Extensions can learn the flow of network traffic based on the workload cycles of your virtual 

machines, and optimize your virtual network for greater performance.  

¶ Extensions that can veto state chan ges. Extensions can implement monitoring, security, and other 

features to further improve the performance, management, and diagnostic enhancements of the 

Hyper-V Extensible Switch. Extensions can help ensure the security and reliability of your system by 

identifying  and blocking implementation of  harmful state changes. 

¶ Multiple extensions on same switch . Multiple extensions can coexist on the same Hyper-V Extensible 

Switch. 

Manageability  

By using the following management features built into the Hyper-V Extensible Switch, you can 

troubleshoot and resolve problems on Hyper-V Extensible Switch networks: 

¶ Windows PowerShell  and scripting support . Windows Server 2012 provides Windows PowerShell 

cmdlets for the Hyper-V Extensible Switch that let you build command -line tools or automated scripts 

for setup, configuration, monitoring, and troubleshooting. Windows PowerShell also enables third 

parties to build their own Windows PowerShellðbased tools to manage the Hyper-V Extensible Switch. 

¶ Unified tracing and enhanced diagnostics . The Hyper-V Extensible Switch includes unified tracing to 

provide two levels of troubleshooting. At the first level, the Event Tracing for Windows (ETW) provider 

for the Hyper-V Extensible Switch permits tracing packet events through the Hyper-V Extensible Switch 

and extensions, making it easier to pinpoint where an issue occurred. The second level permits 

capturing packets for a full trace of events and traffic packets. 

Requirements 

Hyper-V Extensible Switch extensibility is built into the Hyper-V server role and requires Windows Server 

2012. 

Summary 

The Hyper-V Extensible Switch is an open platform, so third -party vendors can provide plug-ins that 

supply additional functionality such as traffic monitoring, firewall filters, and switch forwarding. Plug-in 

management is unified through Windows PowerShell cmdlets and WMI scripting. 

The Hyper-V Extensible Switch permit s easier implementation and management of virtualized datacenters 

by providing the following:  

¶ Open platform to fuel plug -ins. The Hyper-V Extensible Switch is an open platform that lets plug-ins 

sit in the virtual switch between all traffic, including virtual machineðtoðvirtual machine traffic. 

Extensions can provide traffic monitoring, firewall filters, and switch forwarding. To jump-start the 
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ecosystem, several partners will announce extensions when the Hyper-V Extensible Switch is released. 

No òone-switch-onlyó solution for Hyper-V will occur. 

¶ Core services provided at no cost . Core services are provided for extensions. For example, all 

extensions have live migration  support by default , and no special coding for services is required. 

¶ Windows reliability  and quality . Extensions provide a high level of reliability and quality from the 

strength of the Windows platform and the Windows logo certification program , both of which  set a 

high bar for extension quality. 

¶ Unified management . Managing extensions is integrated into Windows management through 

Windows PowerShell cmdlets and WMI scripting.  

¶ Easier support . Unified tracing makes it quicker and easier to diagnose any issues that arise. This 

means less downtime and increased availability of services. 

¶ Live migration  support . The Hyper-V Extensible Switch provides capabilities enabling extensions to 

participate in Hyper-V live migration . 

The Hyper-V Extensible Switch gives third-party vendors the freedom to develop custom solutions for 

handling network traffic in a Windows Server 2012 virtual network. For example, these solutions can be 

used to emulate a vendorõs physical switch and its policies, or to monitor and analyze traffic. 
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Flexible infrastructure, when 

and where you need it 
This section contains a description of new Hyper-V features in Windows Server 2012 which provide 

flexible infrastructure, when and where you need it. These features enable you to: 

¶ Scale beyond VLANs with Network Virtualization . 

¶ Migrate Virtual Machines with out downtime. 

¶ Move Virtual Machine Storage with no downtime. 

¶ Reliably import virtual machines. 

¶ Merge snapshots with minimal downtime . 

¶ Use new automation support for Hyper-V. 

Scale beyond VLANs with Hyper-V Network 

Virtualization 
Isolating different departmentsõ or customersõ virtual machines can be a challenge on a shared network. 

When entire networks of virtual machines must be isolated, the challenge becomes even greater. 

Traditionally, VLANs have been used to isolate networks, but VLANs are very complex to manage on a 

large scale. The following are the primary drawbacks of VLANs: 

¶ Cumbersome reconfiguration of production switches is req uired whenever virtual machines or 

isolation boundaries must be moved. Moreover, frequent reconfiguration s of the physical network to 

add or modify VLANs increases the risk of an outage. 

¶ VLANs have limited scalability because typical switches support no more than 1,000 VLAN IDs (with a 

maximum of 4,095). 

¶ VLANs cannot span multiple subnets, which limits the number of nodes in a single VLAN and restricts 

the placement of virtual machines based on physical location. 

In addition to the se drawbacks, virtual machine IP address assignment presents other key issues when 

organizations move to the cloud:  

¶ Required renumbering of service workloads. 

¶ Policies that are tied to IP addresses. 

¶ Physical locations that determine virtual machine IP addresses. 

¶ Topological dependency of virtual machine deployment and traffic isolation . 

The IP address is the fundamental address that is used for layer-3 network communication because most 

network traffic is TCP/IP. Unfortunately, when moving to the cloud, the addresses must be changed to 

accommodate the physical and topological restrictions of the datacenter. Renumbering IP addresses is 

cumbersome because all associated policies that are based on IP addresses must also be updated. 
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The physical layout of a datacenter influences the permissible potential IP addresses for virtual machines 

that run on a specific server or blade that is connected to a specific rack in the datacenter. A virtual 

machine provisioned and placed in the datacenter must adhere to the choices and restrictions regarding 

its IP address. The typical result is that datacenter administrators assign IP addresses to the virtual 

machines and force virtual machine owners to adjust all the policies that were based on the original IP 

address. This renumbering overhead is so high that many enterprises choose to deploy only new services 

into the cloud and leave legacy applications unchanged. 

To solve these problems, Windows Server 2012 introduces Hyper-V Network Virtualization , a new feature 

that enables you to isolate network traffic from different business units or customers on a shared 

infrastructure, without having  to use VLANs. Network Virtualization also lets you move virtual machines as 

needed within your virtual infrastructure while preserving their virt ual network assignments. You can even 

use Network Virtualization to transparently integrate these private networks into a preexisting 

infrastructure on another site. 

Technical description 

Hyper-V Network Virtualization extends the concept of server virtual ization to permit  multiple virtual 

networks, potentially with overlapping IP addresses, to be deployed on the same physical network. With 

Network Virtualization, you can set policies that isolate traffic in a dedicated virtual network 

independently of the physical infrastructure. The following figure illustrates how you can use Network 

Virtualization to isolate network traffic that belongs to two different customers. In the figure, a Blue virtual 

machine and a Yellow virtual machine are hosted on a single physical network, or even on the same 

physical server. However, because they belong to separate Blue and Yellow virtual networks, the virtual 

machines cannot communicate with each other even if the customers assign these virtual machines IP 

addresses from the same address space. 

Figure 4: Hyper-V Network Virtualization  

 

To virtualize the network, Hyper-V Network Virtualization uses the following elements:  

¶ Two IP addresses for each virtual machine. 

¶ Generic Routing Encapsulation (GRE). 

¶ IP address rewrite. 

¶ Policy management server. 
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IP addresses 

Each virtual machine is assigned two IP addresses: 

¶ Customer Address (CA)  is the IP address that the customer assigns based on the customerõs own 

intranet infrastructure. This address lets the customer exchange network traffic with the virtual 

machine as if it had not been moved to a public or private cloud. The CA is visible to the virtual 

machine and reachable by the customer. 

¶ Provider Address (PA)  is the IP address that the host assigns based on the hostõs physical network 

infrastructure. The PA appears in the packets on the wire exchanged with the Hyper-V server hosting 

the virtual machine. The PA is visible on the physical network, but not to the virtual machine. 

The layer of CAs is consistent with the customer's network topology, which is virtualized and decoupled 

from the underlying physical network addresses, as implemented by the layer of PAs. With Network 

Virtualization, any virtual machine workload can be executed without modification  on any Windows Server 

2012 Hyper-V server within any physical subnet, if Hyper-V servers have the appropriate policy settings 

that can map between the two addresses.  

This approach provides many benefits, including cross-subnet live migration , customer virtual machines 

running IPv4 while the host provider runs an IPv6 datacenter or vice-versa, and using IP address ranges 

that overlap between customers. But perhaps the biggest advantage of having separate CAs and PAs is 

that it lets customers move their virtual machines to the cloud with minimal reconfiguration. 

Generic Routing Encapsulation  

GRE is a tunneling protocol (defined by RFC 2784 and RFC 2890) that encapsulates various network layer 

protocols inside virtual point -to-point links over an Internet Protocol network. Hyper-V Network 

Virtualization in Windows Server 2012 uses GRE IP packets to map the virtual network to the physical 

network. The GRE IP packet contains the following information:  

¶ One customer address per virtual machine. 

¶ One provider address per host that all virtual machines on the host share. 

¶ A Tenant Network ID embedded in the GRE header Key field. 

¶ Full MAC header. 

The following figure illustrates GRE in a Network Virtualization environment. 

Figure 5: GRE in a Hyper-V Network Virtualization environment 
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IP Address Rewrite  

Hyper-V Network Virtualization uses IP Address Rewrite to map the CA to the PA. Each virtual machine CA 

is mapped to a unique host PA. This information is sent in regular TCP/IP packets on the wire. With IP 

Address Rewrite, there is little need to upgrade existing network adapters, switches, and network 

appliances, and it is immediately and incrementally deployable today with little impact on performance. 

The following figure illustrates the IP Address Rewrite process. 

Figure 6: IP Address Rewrite process 

 

Policy management server  

The setting and maintenance of Network Virtualization capabilities require using a policy management 

server, which may be integrated into the management tools used to manage virtual machines. 

Network Virtualization example  

Contoso, Ltd. is a service provider that provides cloud services to businesses that need them. Blue Corp 

and Yellow Corp are two companies that want to move their Microsoft SQL Server infrastructures into the 

Contoso cloud, but they want to maintain their current IP addressing. Thanks to the new Network 

Virtualization feature of Hyper-V in Windows Server 2012, Contoso is able to accommodate this customer 

request, as shown in the following figure. 

Figure 7: Companies keep their existing IP addressesñeven ones that overlap 

 

Before moving to the hosting provider's shared cloud service: 

¶ Blue Corp ran a SQL Server instance (named SQL) at the IP address 10.1.1.1 and a web server (named 

WEB) at the IP address 10.1.1.2, which uses its SQL server for database transactions. 
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¶ Yellow Corp ran a SQL Server instance, also named SQL and assigned the IP address 10.1.1.1, and a 

web server, also named WEB and also at the IP address 10.1.1.2, which uses its SQL server for database 

transactions. 

Both Blue Corp and Yellow Corp move their respective SQL and WEB servers to the same hosting 

provider's shared IaaS service where they run the SQL virtual machines in Hyper-V Host 1 and the WEB 

virtual machines in Hyper-V Host 2. All virtual machines maintain their original intranet IP addresses (their 

CAs): 

¶ CAs of Blue Corp virtual machines: SQL is 10.1.1.1, WEB is 10.1.1.2. 

¶ CAs of Yellow Corp virtual machines: SQL is 10.1.1.1, WEB is 10.1.1.2. 

Both companies are assigned the following PAs by their hosting provider when the virtual machines are 

provisioned: 

¶ PAs of Blue Corp virtual machines: SQL is 192.168.1.10, WEB is 192.168.1.12. 

¶ PAs of Yellow Corp virtual machines: SQL is 192.168.1.11, WEB is 192.168.1.13. 

The hosting provider creates policy settings that consist of an isolation group for Yellow Corp that maps 

the CAs of the Yellow Corp virtual machines to their assigned PAs, and a separate isolation group for Blue 

Corp that maps the CAs of the Blue Corp virtual machines to their assigned PAs. The provider applies 

these policy settings to both Hyper-V Host 1 and Hyper-V Host 2. 

When the Blue Corp WEB virtual machine on Hyper-V Host 2 queries its SQL server at 10.1.1.1, the 

following occurs: 

¶ Hyper-V Host 2, based on its policy settings, translates the addresses in the packet from: 

Source: 10.1.1.2 (the CA of Blue Corp WEB) 

Destination:  10.1.1.1 (the CA of Blue Corp SQL) 

to 

Source: 192.168.1.12 (the PA for Blue Corp WEB) 

Destination:  192.168.1.10 (the PA for Blue Corp SQL) 

¶ When the packet is received at Hyper-V Host 1, based on its policy settings, Network Virtualization 

translates the addresses in the packet from: 

Source: 192.168.1.12 (the PA for Blue Corp WEB) 

Destination:  192.168.1.10 (the PA for Blue Corp SQL) 

back to 

Source: 10.1.1.2 (the CA of Blue Corp WEB) 

Destination:  10.1.1.1 (the CA of Blue Corp SQL) 

before delivering the packet to the Blue Corp SQL virtual machine. 

When the Blue Corp SQL virtual machine on Hyper-V Host 1 responds to the query, the following 

happens: 

¶ Hyper-V Host 1, based on its policy settings, translates the addresses in the packet from: 

Source: 10.1.1.1 (the CA of Blue Corp SQL) 

Destination : 10.1.1.2 (the CA of Blue Corp WEB) 

to 

Source: 192.168.1.10 (the PA for Blue Corp SQL) 

Destination:  192.168.1.12 (the PA for Blue Corp WEB) 

¶ When Hyper-V Host 2 receives the packet, based on its policy settings, Network Virtualization 

translates the addresses in the packet from: 

Source: 192.168.1.10 (the PA for Blue Corp SQL) 
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Destination:  192.168.1.12 (the PA for Blue Corp WEB) 

to 

Source: 10.1.1.1 (the CA of Blue Corp SQL) 

Destination:  10.1.1.2 (the CA of Blue Corp WEB) 

before delivering the packet to the Blue Corp WEB virtual machine. 

A similar process for traffic between the Yellow Corp WEB and SQL virtual machines uses the settings in 

the Yellow Corp isolation group. With Network Virtualization, Yellow Corp and Blue Corp virtual machines 

interact as if they were on their original intranets , but they are never in communication with each other, 

even though they are using the same IP addresses. The separate addresses (CAs and PAs), the policy 

settings of the Hyper-V hosts, and the address translation between CA and PA for inbound and outbound 

virtual machine traffic, all act to isolate these two sets of servers from each other. 

Setting and maintaining Network Virtualization capabilities require s the use of a policy management 

server, which may be integrated into tools used to manage virtual machines. 

Two techniques are used to virtualize the IP address of the virtual machine. The preceding example with 

Blue Corp and Yellow Corp shows IP Rewrite, which modifies the CA IP address of the virtual machineõs 

packets before they are transferred on the physical network. IP Rewrite can provide better performance 

because it is compatible with existing Windows networking off load technologies such as VMQs. 

The second IP virtualization technique is GRE Encapsulation (RFC 2784). With GRE Encapsulation, all virtual 

machines packets are encapsulated with a new header before being sent on the wire. GRE Encapsulation 

provides better network scalability because all virtual machines on a specific host can share the same PA 

IP address. Reducing the number of PAs means that the load on the network infrastructure  associated 

with learning these addresses (IP and MAC) is greatly reduced. 

Requirements 

Network Virtualization requires Windows Server 2012 and the Hyper-V server role. 

Summary 

With Network Virtualization, you  now can isolate network traffic from different business units or 

customers on a shared infrastructure, without having  to use VLANs. Network Virtualization also lets you 

move virtual machines as needed within your virtual infrastructure while preserving their virtual network 

assignments. Finally, you can use Network Virtualization to transparently integrate these private networks 

into a pre-existing infrastructure on another site. 

Network Virtualization benefits include:  

¶ Tenant network migration to the cloud wi th  minimum  reconfiguration or effect on isolation . 

Customers can keep their internal IP addresses while they move workloads onto shared IaaS clouds, 

minimizing the configuration changes needed for IP addresses, DNS names, security policies, and 

virtual machine configurations. In software-defined, policy-based datacenter networks, network traffic 

isolation does not depend on VLANs, but is enforced within Hyper-V hosts, based on multitenant 

isolation policies. Network administrators can still use VLANs for traffic management of the physical 

infrastructure if the topology is primarily static.  

¶ Tenant virtual machine deployment anywhere in the datacenter . Services and workloads can be 

placed or migrated to any server in the datacenter while keeping their IP addresses, without being 

limited to physical IP subnet hierarchy or VLAN configurations. 
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¶ Simplified network and improved server/network resource use . The rigidity of VLANs, along with 

the dependency of virtual machine placement on physical network infrastructure, results in 

overprovisioning and underuse. By breaking this dependency, Virtual Server Virtual Networking 

increases the flexibility of virtual machine workload placement , thus simplifying network management 

and improv ing server and network resource use. Server workload placement is simplified because 

migration and placement of workloads are independent of the underlying physical network 

configurations. Server administrators can focus on managing services and servers, while network 

administrators can focus on overall network infrastructure and traffic management.  

¶ Works with todayõs hardware (servers, switches, appliances) to maxim ize performance . Network 

Virtualization can be deployed in todayõs datacenter, and yet is compatible with emerging datacenter 

òflat networkó technologies, such as TRILL (Transparent Interconnection of Lots of Links), an IETF 

standard architecture intended to expand Ethernet topologies.  

¶ Full management through Windows PowerShell  and WMI . You can use Windows PowerShell to 

script and automate administrative tasks easily. Windows Server 2012 includes Windows PowerShell 

cmdlets for Network Virtualization that let you build command -line tools or automated scripts for 

configuring, monitoring, and troubleshooting network isol ation policies. 

Migrate virtual machines without downtime 
To maintain optimal use of physical resources and to add new virtual machines easily, you must be able to 

move virtual machines whenever necessaryñwithout disrupting your business. Windows Server 2008 R2 

introduced live migration , which made it possible to move a running virtual machine from one physical 

computer to another with no downtime and no service interruption. However, this assumed that the 

virtual hard disk for the virtual machine remained consistent on a shared storage device such as a Fibre 

Channel or iSCSI SAN. In Windows Server 2012, live migrations are no longer limited to a cluster and 

virtual machines can be migrated across cluster boundaries, including to any Hyper-V host server in your 

environment. Hyper-V builds on this feature, adding support for simultaneous live migration s, enabling 

you to move several virtual machines at the same time. When combined with features such as Network 

Virtualization, this feature even allows virtual machines to be moved between local and cloud hosts with 

ease. 

Technical description 

Hyper-V live migration  makes it possible to move running virtual machines from one physical host to 

another with no effect on virtual machine availability to users. Hyper-V in Windows Server 2012 introduces 

faster and simultaneous live migration  inside or outside a clustered environment. 

As well as providing live migration  in the most basic of deployments, this functionality facilitates more 

advanced scenarios, such as performing a live migration  to a virtual machine between multiple, separate 

clusters to balance loads across an entire datacenter. 

Faster and simultaneous migration  

If you use live migration  in a clustered environment today, you will see that live migration s can now use 

higher network bandwidths (up to 10  gigabits) to complete migrations faster . You can also perform 

multiple simultaneous live migration s to quickly move many virtual machines in a cluster. 
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Live migration  outside a clustered environment  

Windows Server 2012 Hyper-V live migration  lets you perform live migration outside a failover cluster . The 

two scenarios for this are:  

¶ SMB-based live migration . In this instance, each virtual machineõs hard disk is stored on a central 

SMB file share. You then perform a live migration of the virtual machines from one server to another 

while their storage remains on the central SMB share. 

¶ òShared-nothingó live migration . In this case, the live migration of a virtual machine from one non-

clustered Hyper-V host to another begins when the virtual machineõs hard drive storage is mirrored to 

the destination server over the network. Then you perform the live migration of the virtual machine to 

the destination server while it continues to run and provide network services. 

The following subsections walk you through the process of setting up these two types of live migration.  

Scenario 1: Setting up a SMB-share-based live migration  in Windows Server 2012 Hyper -V 

¶ Live migration setup: During the live migration  setup stage, the source host creates a TCP connection 

with the destination host. This connection transfers the virtual machine configuration data to the 

destination host. A skeleton virtual machine is set up on the destination host , and memory is allocated 

to the destination virtual machine, as shown in the following figure.  

Figure 8: Live migration setup 

 

 

  



 Windows Server 2012: Server Virtualization 

 

28 

 

¶ Memory page transfer: In the second stage of a SMB-based live migration , shown in the following 

figure, the memory that is assigned to the migrating virtual machine is copied over the network from 

the source host to the destination host. This memory is referred to as the òworking setó of the 

migrating virtual machine. A page of memory is 4  KB. 

Figure 9: Memory pages transferred 

 

For example, suppose that a virtual machine named òTest VMó configured with 1,024 megabytes (MB) 

of RAM is migrating to another Hyper-V host. The entire 1,024 MB of RAM that is assigned to this 

virtual machine is in the working set of òTest VMó. The active pages within the òTest VMó working set 

are copied to the destination Hyper-V host. 

In addition to copying the working set of òTest VMó to the destination host, Hyper-V monitors  the 

pages in the working set for òTest VMó on the source host. As òTest VMó modifies the memory pages, it 

tracks and marks the pages as they are modified. The list of modified pages is simply the list of 

memory pages that òTest VMó modified after the copy  of its working set began. 

During this phase of the migration, the migrating virtual machine continues to run. Hyper-V iterates 

the memory copy process several times, with each iteration requiring a smaller number of modified 

pages to be copied. After the working set is copied to the destination host, the next stage of the live 

migration  begins. 

¶ Memory page copy process: This stage is a memory copy process that duplicates the remaining 

modified memory pages for òTest VMó to the destination host. The source host transfers the CPU and 

device state of the virtual machine to the destination host.  

During this stage, the available network bandwidth between the source and destination hosts is critical 

to the speed of the live migration . Use of a 1-gigabit Ethernet (GbE) or faster connection is important. 

The faster the source host transfers the modified pages from the migrating virtual machineõs working 

set, the more quickly live migration  is completed. 

The number of pages transferred in this stage is determined by how actively the virtual machine 

accesses and modifies the memory pages. The more modified pages, the longer it takes to transfer all 

pages to the destination host.  
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After the modified memory pages are copied to the dest ination host, the destination host has an up-

to-date working set for òTest VM.ó The working set for òTest VMó is present on the destination host in 

the exact state as the source host. The memory page copy process is illustrated in the following figure. 

NOTE: You can cancel the live migration  process at any time before this stage of the migration.  

Figure 10: Modified pages transferred 

 

¶ Moving the storage handle from source to destination: During this stage of a live migration , control of 

the storage that is associated with òTest VMó, such as any virtual hard disk files or physical storage 

attached through a virtual Fibre Channel adapter, is transferred to the destination host. (Virtual Fibre 

Channel is also a new feature of Hyper-V. For more information, see òVirtual Fibre Channel in Hyper-

Vó). The following figure shows this stage. 

Figure 11: Storage handle moved 

 

¶ Bringing the virtual machine online on the destination server: In this stage of a live migrat ion, the 

destination server has the up-to-date working set for òTest VMó and access to any storage that òTest 

VMó uses. At this time, òTest VMó resumes operation. 
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¶ Network cleanup: In the final stage of a live migration , the migrated virtual machine runs on the 

destination server. At this time, a message is sent to the network switch, which causes it to obtain the 

new the MAC addresses of the migrated virtual machine so that network traffic to and from òTest VMó 

can use the correct switch port. 

The live migration process completes in less time than the TCP time-out interval for the virtual machine 

that is being migrated. TCP time-out intervals vary based on network topology and other factors.  

Scenario 2: Setting up a òshared-nothing ó live migration  in Windows Server 2012 Hyper -V 

¶ Partial migration of storage: When you perform a live migration  of a virtual machine between two 

computers that do not share an infrastructure, Hyper-V first performs a partial migration of the virtual 

machineõs storage, as shown in the following figure.  

Figure 12: Virtual machine storage partial migration 

 

¶ Shared-nothing setup: Hyper-V then performs the following steps:  

1. Throughout most of the move operation, disk reads and writes go to the source virtual hard disk. 

2. While reads and writes occur on the source virtual hard disk, the disk contents are copied over the 

network to the new destination virtual hard disk.  

3. After the initial disk copy is complete, disk writes are mirrored to both the source an d destination 

virtual hard disks while outstanding disk changes are replicated. 

4. After the source and destination virtual hard disks are synchronized, the virtual machine live 

migration  is initiated, following the same process that was used for live migration with shared 

storage. 

5. After the virtual machineõs storage is migrated, the virtual machine migrates while it continues to 

run and provide network services.  

6. After the live migration is complete and the virtual machine is successfully running on the 

destination server, the files on the source server are deleted. 

  



 Windows Server 2012: Server Virtualization 

 

31 

 

Requirements 

All live migration s in Windows Server 2012 Hyper-V require the following:  

¶ Windows Server 2012. 

¶ Two or more Hyper-V hosts: 

o Servers that support hardware virtualization. 

o Servers that use processors from the same manufacturer (for example, all AMD or all Intel). 

¶ Hyper-V hosts that are part of the same Active Directory domain. 

¶ Virtual machines configured to use virtual hard disks or virtual Fibre Channel disks (no pass-through 

disks). 

¶ A private network for live migration  network traffic.  

Live migration in a cluster requires the following: 

¶ The Windows Failover Clustering feature enabled and configured. 

¶ CSV storage in the cluster enabled. 

Live migration by using shared storage requires the following: 

¶ All files on a virtual machine (such as virtual hard disks, snapshots, and configuration) stored on a SMB 

3 share. 

¶ Permissions on the SMB share configured to grant access to the computer accounts of all Hyper-V 

hosts. 

Live migration with no shared infrastructure has no additional requirements.  

Summary 

Live migration, which was introduced with Windows Server 2008 R2, was a valuable improvement for 

cloud management, giving organizations the ability to move virt ual machines without shutting them 

down. As an organizationõs customer base grows, however, managing the cloud environment becomes 

more challenging because effective resource use requires administrators to move virtual machines within 

a cluster and between clusters more frequently.  

With the live migration improvements in Windows Server 2012 Hyper-V, organizations can now not only 

perform live migrations, but also move many virtual machines, quickly and without downtime,  between 

clusters and now even to servers that do not share storage. These improvements significantly increase the 

flexibility of virtual machine placement by providing truly dynamic mobility of virtual machines across a 

datacenter. These improvements also increase administrator efficiency and eliminate the user downtime 

that was previously incurred for migrations across cluster boundaries. In addition to saving time because 

migration speed is faster, you also save time because you can perform multiple simu ltaneous live 

migration s. 
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Move virtual machine storage with no downtime 
Before Windows Server 2012, a virtual machineõs storage could be moved only while the virtual machine 

was shut down. In many organizations, having the flexibility to manage storage without affecting the 

availability of your virtual machine workloads is a key capability. IT administrators need this flexibility to 

perform maintenance on storage subsystems, upgrade storage appliance firmware and software, and 

balance loads as capacity is used. Windows Server 2008 R2 let you move a running instance of a virtual 

machine by using live migration, but you still could not  move the virtual machineõs storage while the 

virtual machine was running. 

Hyper-V in Windows Server 2012 introduces live storage migration, which lets you move virtual hard disks 

attached to a running virtual machine. Through this feature, you can transfer virtual hard disks, with no 

downtime, to a new location for upgrading or migrat ing storage, performing backend storage 

maintenance, or redistributing your storage load. You can perform this operation by using a new wizard in 

Hyper-V Manager or the new Hyper-V cmdlets for Windows PowerShell. Live storage migration is 

available for both storage area network (SAN)-based and file-based storage. 

Technical description 

When you move a running virtual machineõs virtual hard disks, Hyper-V performs the following steps to 

move storage: 

1. Throughout most of the move operation, disk reads and write s go to the source virtual hard disk. 

2. While reads and writes occur on the source virtual hard disk, the disk contents are copied to the new 

destination virtual hard disk. 

3. After the initial disk copy is complete, disk writes are mirrored to both the source and destination 

virtual hard disks while outstanding disk changes are replicated. 

4. After the source and destination virtual hard disks are synchronized, the virtual machine switches over 

to using the destination virtual hard disk. 

5. The source virtual hard disk is deleted. 

These steps are illustrated in the following figure. 

Figure 13: Moving virtual hard disks from one physical location to another  
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Just as virtual machines might need to be dynamically moved in a datacenter, allocated storage for 

running virtual hard disks might sometimes need to be moved for storage load distribution, storage 

device services, or other reasons. 

Updating the physical storage that is available to Hyper-V is the most common reason for moving a 

virtual machineõs storage. You also may want to move virtual machine storage between physical storage 

devices, at runtime, to take advantage of new, lower-cost storage that is supported in this version of 

Hyper-V (such as SMB-based storage), or to respond to reduced performance that results from 

bottlenecks in the storage throughput . Windows Server 2012 provides the flexibility to move virtual hard 

disks both on shared storage subsystems and on non-shared storage as long as a Windows Server 2012 

SMB 3 network shared folder is visible to both Hyper-V hosts. 

You can add physical storage to either a stand-alone system or to a Hyper-V cluster, and then move the 

virtual machineõs virtual hard disks to the new physical storage while the virtual machine conti nues to run. 

Storage migration, combined with live migration, also lets you move a virtual machine between hosts on 

different servers that are not using the same storage. For example, if two Hyper-V servers are each 

configured to use different storage devi ces and a virtual machine must be migrated between these two 

servers, you can use storage migration to a shared folder on a file server that is accessible to both servers 

and then migrate the virtual machine between the servers (because they both have access to that share). 

Following the live migration , you can use another storage migration to move the virtual hard disk to the 

storage that is allocated for the target server, or use òShared Nothingó live migration. 

Requirements 

To perform storage live migrat ion you need the following:  

¶ Windows Server 2012. 

¶ Hyper-V server role. 

¶ Virtual machines configured to use virtual hard disks for storage. 

Summary 

Hyper-V in Windows Server 2012 lets you manage the storage of your cloud environment with greater 

flexibility and control while you avoid disruption of end user productivity. Storage migration with Hyper-V 

in Windows Server 2012 gives you the flexibility to perform maintenance on stora ge subsystems, upgrade 

storage appliance firmware and software, and balance loads as capacity is used without shutting down 

virtual machines. 

Reliably import virtual machines 
Importing a virtual machine from one physical host to another can expose file incompatibilities and other 

unforeseen complications. Administrators often think of a virtual machine as a single, stand-alone entity 

that they can move to address their operational needs. In reality, a virtual machine consists of several 

parts: 

¶ Virtual hard disks, stored as files in the physical storage. 

¶ Virtual machine snapshots, stored as a special type of virtual hard disk file. 

¶ The saved state of the different, host-specific devices. 

¶ The memory file, or snapshot, for the virtual machine. 
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¶ The virtual machine configuration file, which organizes the preceding components and arranges them 

into a working virtual machine . 

Each virtual machine, and each snapshot associated with it, use unique identifiers. Additionally, virtual 

machines store and use some host-specific information, such as the path that identifies the location for 

virtual hard disk files. When Hyper-V starts a virtual machine, it undergoes a series of validation checks 

before being started. Problems such as hardware differences that might exist when a virtual machine is 

imported to another host can cause these validation checks to fail. That, in turn, prevents the virtual 

machine from starting.  

Windows Server 2012 includes an Import wizard that helps you quickly and reliably import virtual 

machines from one server to another. 

Technical description 

Hyper-V in Windows Server 2012 introduces a new Import Wizard that detects and fixes more than 40 

different types of incompatibilities. You donõt have to worry ahead of time about the configuration that is 

associated with physical hardware, such as memory, virtual switches, and virtual processors. The Import 

Wizard guides you through the steps to resolving incompatibilities when you import the virtual machine 

to the new host. 

In addition, you no longer n eed to export a virtual machine to be able to import it. You can simply copy a 

virtual machine and its associated files to the new host, and then use the Import Wizard to specify the 

location of the files. This òregistersó the virtual machine with Hyper-V and makes it available for use. You 

also can recover virtual machines if the system drive fails, as long as the data drive that stores the virtual 

machines is intact. 

In addition to the new wizard, automation support is available. The new Hyper-V module fo r Windows 

PowerShell includes cmdlets for importing virtual machines.  

When you import a virtual machine, the wizard does the following:  

1. Creates a copy of the virtual machine configuration file . This is created as a precaution in case an 

unexpected restart occurs on the host, such as from a power outage. 

2. Validates hardware . Information in the virtual machine configuration file is compared to hardware on 

the new host. 

3. Compiles a list of errors . This list identifies what needs to be reconfigured and determines which 

pages appear next in the wizard. 

4. Displays the relevant pages, one category at a time . The wizard identifies incompatibilities to help 

you reconfigure the virtual machine so that it is co mpatible with the new host.  

5. Removes the copy of the configuration file . After the wizard does this, the virtual machine is ready 

to start. 
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The following figure illustrates the Import Wizard process. 

Figure 14: Virtual machine import process 

 

Requirements 

To use the Import Wizard, you need the following:  

¶ Two installations of Windows Server 2012 with the Hyper-V role installed. 

¶ A computer that has processor support for hardware virtualization.  

¶ A virtual machine. 

¶ A user account that belongs to the local Hyper-V Administrators group.  

Summary 

The new Import Wizard is a simpler, better way to import or copy virtual machines. The wizard detects and 

fixes potential problems, such as hardware or file differences that might exist when a virtual machine is 

imported to another host. As an added safety feature, the wizard creates a temporary copy of a virtual 

machine configuration file in case an unexpected restart occurs on the host, such as from a power outage. 

Windows PowerShell cmdlets for importing virtual machines let you automate the process.  
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Merge snapshots while the virtual machine is running 
Snapshots have been mainly used for testing changes to existing virtual machine environments, as a way 

to return to a previous state or time if re quired. Having an easier way to revert a virtual machine can be 

very useful if you need to recreate a specific state or condition so that you can troubleshoot a problem.   

Under certain circumstances it makes sense to use snapshots in a production environment. For example, 

you can use snapshots to provide a way to revert a potentially risky operation in a production 

environment, such as applying an update to the software running in the virtual machine. After successfully 

testing new changes or updates, many organizations merge their snapshots back into the original parent 

disk (to reduce storage space and increase virtual machine disk performance). However, this operation 

would pause the running virtual machine, effectively making it unavailable while the merge takes place. 

In Windows Server 2012, the Hyper-V Live Merge feature now allows organizations to merge current 

snapshots back into the original parent while the virtual machine continues to run. 

Technical description 

The Hyper-V virtual machine Snapshot feature provides a fast and straightforward way to revert the virtual 

machine to a previous state. Snapshot data files (the current leaf node of virtual hard disk that is being 

forked into a read-only parent differential disk) are stored as .avhd files. When a snapshot is deleted, the 

associated .avhd disks cannot be removed while the virtual machine is running. Windows Server 2012 now 

provides the ability to merge the associated .avhd disk into the parent while the virtual machine continues 

to run. 

As the process proceeds, I/O is suspended to a small range while data in that range is read from the 

source and written to the destinat ion. When the leaf is being merged away, further writes to areas that 

have already been merged are redirected to the merge destination.  Upon completion, the online merge 

fixes the running chain to unlink merged disks and closes those files. 

Requirements 

The Live Merge feature requires Windows Server 2012 with the Hyper-V role installed. 

Summary 

Virtual machine snapshots capture the state, data, and hardware configuration of a running virtual 

machine. Many organizations use snapshots in their current environments for testing updates and 

patches. However, merging a snapshot into the parent virtual machine requires downtime and virtual 

machine unavailability. Now, with the Live Merge feature of Windows Server 2012 Hyper-V, you can 

merge snapshots into the virtual machine parent while the server is running, with little effect on users. Live 

merging of snapshots provides a faster, easier way to revert a virtual machine to a previous state.  
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Use new automation support for Hyper-V 
Windows PowerShell is the scripting solution for automating tasks in Windows Server. However, in earlier 

versions of Windows Server, writing scripts for Hyper-V with in -box tools required you to learn WMI, 

which provides a very flexible set of interfaces designed for developers. IT professionals who are involved 

with virtualization need ways to easily automate a number of administrative tasks without having to learn 

developer skills. 

Hyper-V in Windows Server 2012 introduces more than 140 Hyper-V cmdlets for Windows PowerShell. 

Technical description 

The new Hyper-V cmdlets for Windows PowerShell are intentionally designed for IT professionals and let 

you perform available tasks in the graphic user interface (GUI) of Hyper-V Manager and several tasks 

exclusively through the cmdlets in Windows PowerShell. This design is reflected in several ways. 

Task-oriented interface  

Hyper-V cmdlets make it easier for IT professionals to go from thinking about the task to actually 

performing the task. The following table shows the task and the associated cmdlet syntax. 

Table 3: Tasks and cmdlet syntax 

Task Windows PowerShell command to perform 

the task 

Create a new virtual machine named òtest.ó New-VM ðName Test 

Get a list of all virtual machines. Get-VM 

Create a new virtual hard disk at 

d:\VHDs\test.vhd. 

New-VHD ðPath D:\VHDs\test.vhd 

Start all virtual machines whose name 

begins with òweb.ó 

Start-VM ðName web* 

Connect the virtual network adapter on the 

òtestó virtual machine to the òQAó switch. 

Connect-VMNetworkAdapter ðVMName test ð

SwitchName QA 

Hyper-V administrators often must manage more than just Hyper-V. By using the same verbs as other 

Windows cmdlets, the Hyper-V cmdlets make it easier for administrators to extend their existing 

knowledge of Windows PowerShell. For example, administrators who are familiar with managing services 

by using Windows PowerShell can reuse the same verbs to perform the corresponding tasks on a virtual 

machine, as shown in the following table. 
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Table 4: Hyper-V cmdlets 

Task cmdlet for performing task on 

a service 

Hyper-V cmdlet for performing 

task on a virtual machine 

Get Get-Service Get-VM 

Configure Set-Service Set-VM 

Create New-Service New-VM 

Start Start-Service Start-VM 

Stop Stop-Service Stop-VM 

Restart Restart-Service Restart-VM 

Suspend Suspend-Service Suspend-VM 

Resume Resume-Service Resume-VM 

There are similar examples with other core Windows PowerShell cmdlets as well, as shown in the following 

table. 

Table 5: Windows PowerShell cmdlets 

Core Windows PowerShell 

cmdlet 

Hyper-V cmdlet 

Import -Csv Import -VM 

Export-Csv Export-VM 

Enable-PSRemoting Enable-VMMigration  

Checkpoint-Computer Checkpoint-VM 

Measure-Command Measure-VM 
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Consistent  cmdlet nouns simplify discoverability  

There are many cmdlets to learn (more than 140). The nouns of the Hyper-V cmdlets make it easier for 

you to discover the cmdlets that they need when they need them. All cmdlets in the Hyper-V module use 

one of three noun prefixes in the following table.  

Table 6: Noun prefixes for cmdlets 

Prefix Purpose 

VM Cmdlets for managing virtual machines 

VHD Cmdlets for managing virtual hard disk files 

VFD Cmdlets for managing virtual floppy disk files  

Requirements 

To use the new Hyper-V cmdlets you need the following:  

¶ Windows Server 2012. 

¶ Computer with processor support for hardware virtualization . 

¶ Hyper-V server role. 

¶ Administrator or Hyper-V Administrator user account. 

Optionally, if you want to use the Hyper-V cmdlets remotely, you can install the Hyper-V Windows 

PowerShell cmdlets feature on a computer running Windows 8 , and run the cmdlets as an Administrator 

or Hyper-V Administrator on the server. 

Summary 

Before Windows Server 2012, automation of Hyper-V management tasks required writing scripts using 

WMI, a skill that many datacenter administrators do not have, thus making the automation difficult. Now 

that Windows Server 2012 provides a rich, powerful, comprehensive, and simple-to-learn set of Windows 

PowerShell cmdlets, datacenter administrators have an easier time using cmdlets to automate most 

Hyper-V tasks (such as creating a new virtual machine, importing and exporting virtual machines, and 

connecting a virtual network adaptor to a virtual machine).  You can use these new cmdlets to automate 

basic and complex datacenter tasks with ease and reduce the administrative overhead in your cloud 

computing environment.  
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Scale, performance, and 

density 
This section contains a description of new Hyper-V features in Windows Server 2012 that increase scale, 

performance, and density of your virtualized environment. These features are: 

¶ Hyper-V host scale and scale-up workload support . 

¶ Dynamic Memory improvements for Hyper-V. 

¶ Resource Metering in Hyper-V. 

¶ New virtual hard disk format. 

¶ Offloaded Data Transfer support in Hyper-V. 

¶ Data Center Bridging (DCB). 

¶ Virtual Fibre Channel in Hyper-V. 

¶ Support for 4 KB disk sectors in Hyper-V virtual disks. 

¶ Quality of Service. 

Hyper-V Host scale and scale-up workload support 
Hyper-V in Windows Server 2008 R2 supported configuring virtual machines with a maximum of four 

virtual processors and up to 64 GB of memory. However, IT organizations increasingly want to use 

virtualization when they deploy mission -critical, tier-1 business applications. Large, demanding workloads 

such as online transaction processing (OLTP) databases and online transaction analysis (OLTA) solutions 

typically run on systems with 16 or more processors and demand large amounts of memory. For this class 

of workloads, more virtual processors and larger amounts of virtual machine memory are a core 

requirement. 

Hyper-V in Windows Server 2012 greatly expands support for host processors and memory. New features 

include support for up to 64 virtual processors and 1 TB of memory for Hyper-V guests, a new VHDX 

virtual hard disk format with larger disk capacity of up to 64  TB (see the section, òNew virtual hard disk 

formatò), and additional resiliency. These features help ensure that your virtualization infrastructure can 

support the configuration of large, high -performance virtual machines to support workloads that might 

need to scale up significantly. 

Technical description 

Hyper-V in Windows Server 2012 can run on large server systems. It supports the virtualization of high-

performance, scale-up workloads with the following changes and features:  

¶ Increased hardware support for the virtualization host . 

¶ Support for large virtual machines. 

¶ Enhanced high availability for your cloud . 

¶ Non-Uniform Memory Access (NUMA) support in a virtual machine. 

¶ Support for Single Root I/O Virtualization (SR-IOV) networking devices. 










































































