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This guide is one in a series of planning and design guides that clarify and streamline the planning and design process for Microsoft® infrastructure technologies.
Each guide in the series addresses a unique infrastructure technology or scenario. These guides include the following topics:
Defining the technical decision flow (flow chart) through the planning process.
Describing the decisions to be made and the commonly available options to consider in making the decisions.
Relating the decisions and options to the business in terms of cost, complexity, and other characteristics.
Framing the decision in terms of additional questions to the business to ensure a comprehensive understanding of the appropriate business landscape.
The guides in this series are intended to complement and augment the product documentation.
Document Approach
This guide is designed to provide a consistent structure for addressing the decisions/activities that are most critical to the successful implementation of the Microsoft Application Virtualization service infrastructure. 
Each decision/activity is subdivided into four elements:
Background on the decision or activity, including context setting and general considerations.
Typical options or tasks to perform for the activity. 
Reference section evaluating such items as cost, complexity, and manageability to the options/tasks.
Questions for the business that may have a significant impact on the decisions to be made.
The following table lists the full range of characteristics discussed in the evaluation sections. Only those characteristics relevant to a particular option or task are included in each section.
Table 1. Architectural Characteristics
	Characteristic
	Description

	Complexity
	The complexity of this option relative to other options.

	Cost
	The initial setup and sustained cost of this option.

	Fault Tolerance
	How the decision supports the resiliency of the infrastructure. This will ultimately affect the availability of the system.

	Performance
	How the option will affect the performance of the infrastructure.

	Scalability
	The impact the option will have on the scalability of the infrastructure.

	Security
	This value reflects whether the option will have a positive or negative impact on overall infrastructure security.




Each of the design options is compared against the above characteristics and is subjectively rated in order to provide a relative weighting of the option against the characteristic. The options are not explicitly rated against each other as there are too many unknowns about the business drivers to accurately compare them.
The ratings are relative and take two forms:
Cost and Complexity are rated on a scale of High, Medium, and Low.
The remaining characteristics are rated on the scale listed in the following table.
Table 2. Impact on Characteristic
	Symbol
	Definition

	↑
	Positive effect on the characteristic.

	→
	No effect on the characteristic, or there is no comparison basis.

	↓
	Negative effect on the characteristic.



The characteristics are presented either as two-column or three-column tables. The two-column table is used when the characteristic is applicable to all options or when there are no options available—for example, when performing a task.
The three-column table is used to present an option, the description, and the effect—in that order—for the characteristic.
Who Should Use This Document
This document is written for use by information technology (IT) specialists, generalists, consultants, Value-Added Resellers, or anyone who needs to design an infrastructure for Microsoft Application Virtualization.
This document can be used:
Before the design process begins in order to understand the critical design decisions that need to be made.
During the design process in order to ensure that a comprehensive perspective is applied to the design.
After the design process has been completed in order to validate that all critical design areas have been addressed.
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Introduction to the Microsoft Application Virtualization Guide
Application coexistence continues to be a significant issue for business customers. The task of managing the portfolio of applications in a company is a very complex process, and few tools are available to assist in this process. Some of the challenges that occur when managing applications include accommodating multiple versions of the same application as well as updating application packages.
Microsoft Application Virtualization (App-V) enables organizations to respond to the challenge by providing the capability to make applications available to end-user computers without having to install the applications directly on those computers. 
The purpose of this guide is to present a clear and concise workflow of the decisions and tasks required to implement App-V. This guide, when used in conjunction with product documentation, will enable companies to confidently plan their App-V 4.5 infrastructure. The Appendix includes a sample job aid for recording the decisions made during the design process.
Note   Microsoft Application Virtualization 4.5 is the latest release of the software formerly known as Microsoft SoftGrid® Application Virtualization.
Assumptions
In writing this guide, the following assumptions were made in order to focus the scope of the material presented: 
The decision to implement Microsoft Application Virtualization has already been made.
The reader has familiarity with Microsoft technologies such as Microsoft Active Directory® directory service, Microsoft SQL Server®, Systems Management Server, System Center Configuration Manager 2007, file servers, and IIS servers. This guide does not attempt to educate the reader on the features and capabilities of these or other Microsoft products. 
Feedback
Please direct questions and comments about this guide to satfdbk@microsoft.com.
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Application Virtualization in Microsoft Infrastructure Optimization
The Infrastructure Optimization (IO) Model at Microsoft groups IT processes and technologies across a continuum of organizational maturity. (For more information, see Microsoft.com/infrastructure.) The model was developed by industry analysts, the Massachusetts Institute of Technology (MIT) Center for Information Systems Research (CISR), and Microsoft's own experiences with its enterprise customers. A key goal for Microsoft in creating the Infrastructure Optimization Model was to develop a simple way to use a maturity framework that is flexible and can easily be applied as the benchmark for technical capability and business value. 
IO is structured around three information technology models: Core Infrastructure Optimization, Application Platform Optimization, and Business Productivity Infrastructure Optimization. According to the Core Infrastructure Optimization Model, having administrator-controlled automated physical or virtual application distribution will help move an organization to the Rationalized level. App-V gives the administrator control over application distribution by delivering applications that are never installed, yet securely follow users anywhere, on demand. On the path to the Dynamic level, organizations can use App-V to enable dynamic application access and recovery for desktop applications. 

Figure 1. Mapping of Microsoft Application Virtualization 4.5 technology into Core Infrastructure Model
Infrastructure Architecture and Business Architecture
For additional information about business architecture tools and models, please contact your nearest Microsoft representative or watch the video about this topic, available at http://channel9.msdn.com/ShowPost.aspx?PostID=179071. 
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Application Virtualization Design Process
Application virtualization can best be described as running an application using a workstation or terminal server without installing the application on the client operating system. Instead of loading files into the program files directory and adding entries into the local registry, the application is loaded into an isolated virtual environment on the client.
The goal of this guide is to address the most common scenarios, decisions, activities, options, tasks, and outcomes relating to the process of implementing application virtualization. As with any significant change to the Windows® infrastructure, customers should review their planned changes with Microsoft Support Services to ensure that the result will be an optimized and supported scenario.
The process of delivering virtualized applications to users via streaming is composed of two parts: The first part involves publishing the application, which consists of delivering the shortcuts and file type associations, package definition information, and content source location to each computer where the Application Virtualization Client has been installed. In the second part, the packaged virtual applications are deployed to the workstation or terminal server. Alternatively, in an MSI deployment, the publishing information and deployment are combined in to a single step.
The potential components of the Microsoft Application Virtualization architecture are shown in Figure 2 as a reference. 


Figure 2. Microsoft Application Virtualization architecture

Decisions
This guide addresses the decisions and/or activities that need to occur in planning an App-V implementation. The following steps represent the most critical design elements in a well-planned App-V design:
Step 1: Determine the Project Scope
Step 2: Determine Which Model(s) Will Be Needed
Step 3: Determine How Many Instances Will Be Needed for Each Model
Step 4: Client and Sequencer Considerations
Step 5: Design the Streaming Infrastructure
Step 6: Design the Full Infrastructure
Some of these items represent decisions that must be made. Where this is the case, a corresponding list of response options will be presented.
Other items in this list represent tasks that must be carried out. These types of items are addressed because their presence is significant in order to complete the infrastructure design. 
Decision Flow
The following figure provides a graphical overview of the steps in designing an App-V infrastructure. 

Figure 3. The Microsoft Application Virtualization infrastructure decision flow

Applicable Scenarios
This guide addresses considerations that are related to planning and designing the necessary components for a successful App-V infrastructure:
Planning for streaming applications or deploying via software management systems
Planning for centralized, decentralized, or departmental use
Planning for isolated use, such as a lab or classroom
Planning for Internet-based clients
Rapidly deploying a new version of an application
Out of Scope
This guide will not cover the mechanics of delivering virtualized application packages to desktops. 
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Step 1: Determine the Project Scope 
Before designing a Microsoft Application Virtualization infrastructure, an organization needs to determine the project’s scope: that is, determine which applications will be available virtually and identify the target user population, and their locations, that will access them. The output of this step will be used to determine what type of App-V infrastructure should be implemented in Step 2 and to drive the sizing and placement of the servers in Step 6.
Task 1: Determine Application Scope
Depending on the applications to be virtualized, the App-V infrastructure may be set up in different ways. The first task is to define what applications the business needs virtualized. Note that App-V clients, including terminal servers, are limited to 32-bit operating systems. Record which applications the organization plans to virtualize in the job aid in the Appendix. This list will be used at the end of this step to validate with the business.
Task 2: Determine Location Scope
Location scope refers to the places (for example, enterprise-wide or a specific geographic location) where the virtualized applications will be used. It can also refer to the user population (for example, a single department) who will use them. Obtain a network map that includes the connection paths as well as available bandwidth to each location. The number of users using virtualized applications and the WAN link speed will be used in Step 5 to determine whether a streaming server should be deployed at the location. Because App-V can support Internet-based clients, this may also include users not on the company network. 
In the job aid in the Appendix, record:
The location.
The number of users at the location.
The connection paths and available bandwidth to each location.
Validating with the Business
In the above tasks, several pieces of information were recorded for each application. However, it is important to clarify several items with the business:
Is each application to be virtualized supported by the vendor? There may be additional risks to the business if the vendor does not support an application once it is virtualized. If a problem with a virtualized application arises, it may be necessary to reproduce the problem with the application installed locally in order to receive support.
Does the licensing agreement allow each application to be virtualized? Not all applications can be legally used in a virtualized environment.
Step Summary
Decisions about the scope of the project must be based on the specific needs of the organization. In this step, information about the applications to be virtualized and their usage at locations in the company was gathered. This information drives decisions in Steps 2 and 3 for determining the types and number of instances, and in Step 5 for designing the streaming mechanism.
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Step 2: Determine Which Model(s) Will Be Needed 
A model refers to the process by which virtualized applications are published and delivered to users. 
Deciding how to deploy virtualized applications will come down to determining what model or combination of models for distribution will be required in the organization’s environment to support the business scope defined in Step 1. 
The three models are:
Standalone Model. The Standalone Model allows virtual applications to be MSI-enabled for distribution without streaming.
Streaming Model. The Streaming Model offers application streaming without requiring Active Directory or a database, and enables administrators to stream from existing servers or via System Center Configuration Manager 2007 SP1 with R2 distribution points.
Full Infrastructure Model. The Full Infrastructure Model provides for built-in software distribution, management, and reporting capabilities; it also includes the streaming of applications.
All models require a Microsoft Application Virtualization client to be installed on the workstation or terminal server. More details on each of the options are given below. 
Note whether each model will be required somewhere in the organization. In Step 3, it will then be determined which model to use to deliver virtualized applications for each location.
Standalone Model
App-V in Standalone Model consists of the sequencer and the Microsoft Application Virtualization Client; no additional App-V infrastructure is required. Applications are prepared for virtualization in a process called sequencing. The sequencer packages the publication information, shortcuts, and the install routines into a Windows Installer file (MSI), and the virtualized application in to an SFT file. The application can then be distributed using existing installation method, such as:
Active Directory publishing through Group Policy objects (GPOs).
Media distribution via USB key or CD.
Run from a file share or Web server.
Software management systems such as System Center Configuration Manager 2007 or Microsoft Systems Management Server (SMS) 2003.


Figure 4. An example of App-V Standalone Model
When to Use Standalone Model
The Standalone Delivery Scenario enables an organization to realize the benefits of application virtualization in situations where no servers are available to support other methods of deploying virtual applications. Use the App-V Standalone Model:
With disconnected remote users who cannot connect to the App-V infrastructure.
Where software management systems, such as ConfigMgr 2007 and SMS 2003, are already in place.
Where network bandwidth limitations prevent electronic software distribution. In this case, virtual application delivery on physical media can be used (for example, CD, DVD, USB Key, and so on).
Streaming Model
App-V in Streaming Model consists of one or more streaming servers, the sequencer, and the App-V client; another mechanism such as an electronic software distribution system or Group Policy will need to be used to publish the application icons to the client. As with Standalone Model deployments, applications are sequenced using the App-V sequencer. However, instead of being packaged with an MSI file, the App-V–enabled applications are placed on a streaming server that streams applications to client computers. Streaming is the term used to describe the process of obtaining content from a sequenced application package, starting with Feature Block 1, and then obtaining additional blocks as needed, which allows the application to be quickly available for the user.

The virtual application package content is placed on Microsoft System Center Application Virtualization Streaming Servers so that the package can be streamed to the clients on demand and be cached locally. File servers and Web servers can also be used as streaming servers. The streaming server should be on the same high-speed LAN as the clients. 
Additionally, ConfigMgr 2007 SP1 with R2 distribution points can stream content to users; it provides the further benefit of automating the redirection to the “closest” server for clients that roam. ConfigMgr 2007 can be used to publish and deploy streaming applications and keep the content on the streaming servers synchronized.

Figure 5. An example of App-V Streaming Model
When to Use Streaming Model
The Application Virtualization Streaming Model addresses the needs of businesses that want to use Application Virtualization with the streaming capabilities but might not have or want the infrastructure to support Management Servers. Unlike the Application Virtualization Management Server, the streaming server does not use SQL Server or a management console. These servers use access control lists (ACLs) to manage user access.
Use App-V Streaming Model:
Where ConfigMgr 2007 SP1 with R2 is already in place and the organization will use it for managing virtual application publishing and delivery. 
Where Active Directory or SQL Server-based servers aren’t present, but the organization still wants to take advantage of streaming virtual applications.
Full Infrastructure Model
An App-V Full Infrastructure Model consists of one or more Microsoft System Center Application Virtualization Management Servers as the core of the App-V system architecture. The Management Server can be used to publish applications to all clients. The publishing process places the virtual application icons and shortcuts on the computer—typically on the Windows desktop or on the Start menu. It can also stream applications to local users. Streaming servers can then be deployed at remote locations to make application content available to end-user computers. Streaming servers should be on the same high-speed LAN connection as the clients.
A complete App-V management environment will be needed if any of the following features are required when planning an App-V installation:
Dynamic group-based application publishing. The shortcuts and file type associations will be published to the clients by the Management Server. Applications can be associated with security groups in Active Directory. Users will only receive the applications if they are members of the associated groups. 
License enforcement: 
Named license. A software package can be associated with a specific user name. Only the user who is named in the policy will be able to launch the application.
Concurrent license restrictions. Software that is licensed for concurrent usage can be metered out based on the number of users currently using an application. If more than the defined number of users attempts to launch the application, the surplus launch attempts will be denied access to the application.
Reporting. App-V provides a console for generating reports on system utilization, software usage, application utilization, and system errors, or the data can be extracted to create custom reports.

Figure 6. Example of an App-V Full Infrastructure Model instance
When to Use Full Infrastructure Model
The Application Virtualization Full Infrastructure Model addresses the needs of businesses that want to use Application Virtualization to manage and stream virtual applications to clients.
Use App-V Full Infrastructure Model:
Where the organization wants to use the Management Server to publish the application shortcuts to the clients.
Where the additional reporting or licensing capabilities of the Management Server are desired.
For rapid provisioning of applications to clients.
Validating with the Business
In addition to evaluating the decision in this step against IT-related criteria, planners should validate the effect of the decision on the business:
Do the benefits provided by the App-V Full Infrastructure Model warrant the costs? Although the App-V Full Infrastructure Model provides some enticing features, the costs associated with implementing App-V in Full Infrastructure Model are greater than using the existing infrastructure.
Step Summary
In this step, the three models for distributing virtualized applications to the clients were described, and it was noted which might be needed in the organization. This will be used in Steps 3, 4, 5, and 6.
If the organization already has a method for publishing the applications to clients, then the Standalone or Streaming Models may suffice. If no infrastructure is in place to publish applications or if the additional features provided by the App-V Management Server are desired, then Full Infrastructure Model should be chosen. A combination of models may be required to deliver virtual applications within the organization.
Deciding how to deploy App-V applications will come down to determining what model or combination of models for distribution will be required in the organization’s environment. 
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Step 3: Determine How Many Instances Will Be Needed for Each Model
In Step 2, it was decided what model or combination of models need to be employed to meet the application virtualization needs of the organization. Step 3 will focus on determining how many instances of each model will be required. 
Task 1: Determine the Number of Full Infrastructure Model Instances
If it was determined in Step 3 that Full Infrastructure Model instances are required, complete this task to determine how many instances are needed. An App-V Full Infrastructure Model instance is anchored by a single SQL Server database. Separate databases define separate instances.
Business requirements that may require separation of App-V onto more than one instance include the following:
Technical. If the organization expects more than 12,000 Publishing Refresh operations per minute, a separate instance may be required. A publishing refresh is a call to the Management Server to determine which virtual application shortcuts are sent to the client for use by the end user. By default, this occurs at logon and then once per day.
Political. Different groups within the organization might each require their own installation.
Regulatory requirements. Regulatory requirements can require total separation of an environment from other environments.
Isolation. A separate App-V instance may be required for testing applications before release.
Record in the job aid in the Appendix the locations that will be part of each Full Infrastructure Model instance. Once the number of App-V Full Infrastructure Model instances has been determined, proceed to Task 2 to determine the number of streaming server model instances. 
Task 2: Determine the Number of App-V Streaming Model Instances
If it was determined in Step 2 that Streaming Model instances would be required, complete this task to determine how many Streaming Model instances should be implemented. A Streaming Model instance is defined as any type of streaming server that provides virtualized applications to a given location. 
Each location that requires application virtualization should have a streaming server deployed locally. Streaming across limited bandwidth and/or high-latency WAN connections is not recommended or supported. Streaming should be limited to well-connected networks. 
Internet-based clients may realize the benefits of application virtualization in a streaming environment by the use of an ISA server or by placing a streaming server in a perimeter network (also known as DMZ). 
Record the streaming model instance defined for each location in the job aid in the Appendix.

Step Summary
In this step, the number of App-V Full Infrastructure Model instances was determined, and an App-V Streaming Model instance was determined for each location requiring App-V–enabled applications and recorded in job aid in the Appendix. Ensure that each user and location that needs to receive virtualized applications as identified in Step 1 can receive them via one of the methods above. Note that the Standalone Model can be used wherever it is needed in the organization since no infrastructure is required.
The reader has a choice at this juncture. If the decision to only use the Standalone Model has been made, all that remains is to complete Step 4. If the decision to use the Streaming Model has been made, then Steps 4 and 5 need to be completed. If the organization will be using one or more Full Infrastructure Model instances, then Steps 4, 5, and 6 will need to be completed.
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Step 4: Client and Sequencer Considerations
Certain considerations relating to clients and sequencers need to be taken into account when utilizing Microsoft Application Virtualization in a production environment. Although these considerations do not affect the decisions around the infrastructure design, they do have an impact on the day-to-day performance and functioning of the environment.
Task 1: Client Considerations
The Application Virtualization Client is the component that actually runs the virtual applications. The Application Virtualization Client enables users to interact with icons and to double-click file types to start a virtual application. It also handles streaming of the application content from a streaming server and caches it before starting the application. 
There are two different types of Application Virtualization Client software: the Application Virtualization Terminal Services Client, which is used on Terminal Server systems, and the Application Virtualization Desktop Client, which is used for all other computers. 
Ensure that the client cache is large enough to handle the applications being assigned to the user. If the cache is not scaled properly, then the user can experience application failures when disconnected. This occurs because the cache may have flushed the application in preference for another more recently run application. The client cache can be modified through the Desktop Configuration Client, which is installed with the App-V client on the workstation. The maximum cache size is 1 terabyte.
Note that App-V clients, including terminal servers, are limited to 32-bit operating systems. 
Terminal Servers
32-bit Windows Server 2008 or Windows Server 2003 Terminal Services can be used to take advantage of App-V virtual applications. Once an application is loaded on a Terminal Server in the App-V cache, any user who has permissions for that application may use it on the Terminal Server. Additionally, App-V can be used as an application coexistence tool. Because each application runs in its own virtual environment, applications that normally could not be installed on the same computer are able to co-exist.
Terminal Server Standalone Model
The Terminal Server can run applications deployed as an MSI. The App-V client needs to be installed using Terminal Services install mode; however, when the App-V client has been installed, sequenced applications will be loaded into the client cache and will be ready for execution. Apart from not having to install the application in install mode, there is virtually no functional difference for end users accessing the Terminal Server.

Terminal Server in a Streaming or Full Infrastructure Model
Terminal Server can also use App-V in a Streaming Model or Full Infrastructure Model. Because multiple users will be accessing the Terminal Server to use applications installed with App-V, it is recommended to pre-cache the applications for improved performance. Using streaming infrastructure, applications sequenced for desktops can be deployed to a Terminal Server without any modifications. 
Terminal Servers should be located on the same high-speed LAN as the App-V streaming servers. This ensures that applications can be quickly loaded and cached on the Terminal Server. Furthermore, if an application is updated through App-V, the Terminal Server can quickly update its cache. If there is a significant delay in updating an application, all users who attempt to use the application in question will not be able to access it for the time the update is being loaded. Application updates can only occur after the last user has exited the application. The update will then take place the next time that the application is launched.
Task 2: Sequencer Considerations
Sequencing is the process used by Application Virtualization to create virtual applications and application packages. It requires the use of a computer with the Application Virtualization Sequencer software installed. 
The sequencer application requires a workstation that should be configured ideally identical to a client workstation found in the production environment in which the App-V infrastructure will be deployed. Applications should be sequenced on the same version OS as in the environment. 
An important part of building the sequencer workstation is making sure that library dependencies are available. For instance, if an application uses Microsoft .NET Framework, the appropriate version should be available on the client. 
The sequencer should not install any App-V client agents or antivirus software. This requirement stems from the way the sequencer scans for resource usage while applications are being sequenced. In the case of agents, the sequencer may capture information that is unique to a single instance of the agent. It is possible to create a sequenced package with DLLs or other configuration information from antivirus software, which may be undesirable. 
Application dependencies occur when a software package requires a particular application to function properly. For example, many applications require a custom SQL Server 2005 Express instance. If the instance is not installed by the application, it may be necessary to sequence the SQL Server Express and the application requiring SQL Server into the same package. Middleware applications can be sequenced and packaged separately from the main application in version 4.5. Multiple applications can communicate with the same single instance of the virtualized middleware, allowing, for instance, multiple Web applications to communicate with the same single instance of a virtualized Java. 
The sequencer workstation can be either a physical workstation or a virtual workstation.

Physical Sequencer
The following considerations should be taken into account when planning to use a physical sequencer:
When using a physical workstation, a reference disk image of the computer should be created once the sequencer is installed. Each time an application is sequenced, the image should be reapplied to the workstation to reset the computer. Physical machine sequencing will be able to sequence an application much more quickly than virtual machine sequencing.
With its slower reset time, the system will need to be re-imaged in order to sequence the next application.
If the application has specific hardware library dependencies, such as graphics accelerators (for example, CAD software), a physical server might be more desirable.
Virtual Sequencer 
Virtual machines are ideal for sequencing applications and can be quickly and easily reset. They will also require two virtual hard disks, the first for the OS and the second dedicated to the virtual drive for the App-V client.
The following considerations should be taken into account when planning to use a virtual sequencer:
It is possible to quickly revert a sequencer to its base environment, which is ideal for sequencing many applications.
The system is slower to sequence applications due to running in a virtual machine than on a physical machine. This does not usually cause a significant issue.
The Application Sequencer system environment must also be configured to match deployment environments. An App-V package uses a virtual drive on the client to store sequenced application files. When building the sequencer, it is important to physically designate a drive on the computer used for sequencing. By default, this is a drive mapped to drive Q. On a physical computer, this can be a separate partition mapped to the sequencer drive letter, or it can be a new hard drive in the computer. In a virtual machine, this is best defined as a new virtual drive and is then configured as drive Q in Windows Volume Manager.
Placing the Sequencer 
Antivirus software can create issues during sequencing as any changes done to the antivirus software can be captured by the sequencing process. For example, a new signature update could be captured as part of the application sequencing. When this application is run, the signature could potentially interfere with the operation of the client’s antivirus software, particularly if there are more recent signature updates. Because of this, sequencers are frequently configured without antivirus software. If the sequencer does not have antivirus software installed, it is recommended that the sequencer be placed in an isolated environment that is disconnected from the production network. This reduces the risk of the sequencer being affected by malware. 
In some cases, it may be necessary to allow the sequencer workstation to communicate with a production server to fully configure and test an application. In these scenarios, it may be necessary to run antivirus software on the sequencer to comply with corporate policy. If antivirus software is installed, it is recommended that it be disabled during sequencing. Alternatively, the server infrastructure can be reproduced in the sequencer environment; however, this will increase the complexity of configuring and managing the sequencing environment.

Each sequenced application should also be tested in a pre-staging environment where the normal agents and base applications are already installed. This ensures that the sequenced application is not going to have any issues and will not cause any problems on a fully deployed workstation. This precaution can also be used to scan the sequenced applications for viruses.
In situations with multiple App-V instances, the question as to where to place a sequencer is often asked. In most cases, the sequencer environment should be deployed to the same location that manages applications for the organization. If the organization has a distributed administrative model, it could be necessary to have a sequencer environment wherever there is an administrative authority.
Step Summary
The App-V sequencer should be placed in an isolated environment and be set up so that its configuration is as similar to a reference client system as possible. Deciding whether to sequence on a virtual environment or a physical environment is an important consideration. 
If only the Standalone Model will be used, the planning and design is complete. If Streaming or Full Infrastructure Models will be used, proceed to Step 5 to design the streaming infrastructure.
Additional Reading
Planning and Deployment Guide for the Application Virtualization System: http://technet.microsoft.com/en-us/library/cc843778.aspx 
Microsoft Application Virtualization 4.5 Documentation: http://technet.microsoft.com/en-us/appvirtualization/cc843994.aspx 
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Step 5: Design the Streaming Infrastructure 
Streaming is the term used to describe the process of obtaining content from a sequenced application package, starting with Feature Block 1, and then obtaining additional blocks as needed. 
Once a shortcut has been placed on the user’s workstation (through any preferred publishing mechanism), the user double-clicks the icon and the Microsoft Application Virtualization Client will obtain the virtual application package content in the form of an .SFT file from a streaming source location. 
The purpose of this step is to select a streaming server type for each location defined in the scope in Step 1. 
Task 1: Determine the Streaming Server Types
For each Streaming Model instance identified in Step 3, determine the Streaming Server type. The following streaming options are available to stream the .SFT files from the server(s) to the clients:
File server. Server Message Block (SMB) streaming allows the App-V client to download applications from a file server. No additional software is loaded on the server. The App-V application shortcut on the client is configured to point to a folder share on the file server. Access permissions are managed through share, folder, and file permissions the same as any shared file. 
IIS server. A Web server can be used to stream applications to an App-V client. No additional software is loaded on the server. A directory is created to contain the packages, and then a virtual directory is created under the default Web site. 
Microsoft System Center Application Virtualization Streaming Server or Management Server. Streaming using Real-time Transport Streaming Protocol (RTSP) requires installing App-V software on the server and the creation of a folder as a standard file share. RTSP allows IT to leverage features such as Active Upgrade, which allows for transparent application updates while the current version is in use. This role can be installed by itself or on the Management Server if the Full Infrastructure Model is used.
New with R2, ConfigMgr 2007 distribution points can be enabled for streaming and provide the further benefit of automating the redirection to the “closest” server for clients that roam. ConfigMgr 2007 would be used to publish and deploy streaming applications and keep the content on the streaming servers synchronized. ConfigMgr 2007 SP1 with R2 uses IIS on standard distribution points and file server SMB streaming on branch distribution points.
Note   In version 4.2, it was only possible to stream from the Microsoft SoftGrid Virtual Application Server. Streaming from other servers, like Microsoft System Center Application Virtualization Streaming Servers, IIS, and file servers, is new in version 4.5. Companies may choose to redesign their App-V infrastructure to take advantage of this new capability.
The characteristics of these different options are summarized in the following table. 

Table 3. Package Streaming Methods
	Server Type
	Protocol
	Advantages
	Disadvantages

	Application Virtualization Streaming Server or Management Server
	RTSP/RTSPS
	Active upgrade
Supports enhanced security using RTSPS protocol
Only one port in firewall to open
	Server administration requirement

	File Server
	SMB
	Simple, low-cost solution to configure existing file server with \CONTENT share
Supports enhanced security using IPSEC
Familiar protocol
	No active upgrade

	IIS Server
	HTTP/HTTPS
	Supports enhanced security using HTTPS protocol 
Only one port in firewall to open
Scalable
Familiar protocol
	No active upgrade


Note   ConfigMgr 2007 SP1 with R2 uses IIS on standard distribution points and File server SMB streaming on branch distribution points.
Task 2: Streaming Server Scaling
The scaling of the Streaming Server is highly dependent upon the environment in which it is placed. There is no hard guidance available for determining the amount of memory, processor, disk performance, or networking requirements for a “typical” scenario as they are all different; but in the end, it is file serving activity so it will behave analogous to a Web or file server.
Some key points that might affect the server or environment should be considered: 
The RTSP(s) protocol used by the Streaming Server does not provide a means for limiting the amount of network bandwidth the system will attempt to use. In highly starved networks with low available bandwidth, the ability to successfully stream an application can be greatly hindered due to network saturation.
The pattern of access to the applications can affect the server. Large numbers of users launching an application at a specific time can saturate the network and stress the Streaming Servers. If applications are frequently updated or if a large number of updates have been made, then large amounts of data can be put onto the network.
The method of deploying the application in the environment can have an impact. For example, are applications fully cached on the client? This results in only pulling updates when the application is patched. However, it also requires a large download of the application initially. If an application is streamed on demand, then a smaller amount of data is initially streamed. But depending upon usage, additional blocks will be streamed and cached when new features are invoked that were not part of Feature Block 1.

In addition to network performance impacts due to the amount and frequency of the streamed data, the act of streaming also has a processor impact on the server. A sufficiently large number of streams can cause the server’s performance to degrade, regardless of the available network bandwidth.
Additionally, depending upon the protocols chosen, additional processor overhead can be incurred with streaming. If a protocol that supports encryption is used, then additional processor overhead is required to encrypt the stream. 
This is just a sampling of the variables that can affect the performance and scaling of the streaming servers. Because a number of these variables are related to the environment, testing within the environment where the App-V services will run is required. Once a baseline is established on the size of the servers, additional servers can be added for redundancy and/or to increase capacity. Start with one streaming server (or two if required for fault tolerance) and add additional servers as required. Performance monitoring should be done on the streaming servers to help plan for additional capacity and performance requirements. Enough free drive space should be available on the server(s) or a highly connected NAS to hold the applications being streamed.
Task 3: Fault Tolerance
Fault tolerance for Microsoft System Center Application Virtualization Streaming Servers using RTSP/RTSPS protocol is achieved by load balancing streaming servers. If Application Virtualization Streaming Servers are to stream different applications, assign the servers to separate load-balanced groups.
For File servers used for streaming, implement Microsoft Cluster Server to gain fault tolerance, and for IIS, implement load balancing. For additional discussion about fault-tolerance options available to file servers, please see the Infrastructure Planning and Design guide: Windows Server 2008 File Services, and for IIS, see the IPD guide: Internet Information Services 7.0.
Task 4: Maintaining Application Packages Across Multiple Streaming Servers
With potentially multiple virtualized application packages stored on potentially many systems, it may be beneficial to consider an automated approach to keeping these applications and shares consistent. DFS-R and DRS name space can be used to provide fault tolerance and synchronization. See the DFS section in the Infrastructure Planning and Design Guide: Windows Server 2008 File Services for more information.
Validating with the Business
In this step, decisions must not only be evaluated against IT-related criteria; their effect on the business should also be considered:
Are there any regulatory or policy requirements governing the need for encryption? Many companies have compliance and privacy laws that affect applications. It is important to make sure that applications that interact with sensitive business information and data be kept in compliance with legal and security policies. 
Is there sufficient cost justification to warrant fault tolerance for the streaming infrastructure? Given that the streaming server is only accessed to load the application for first use, the organization may want to weigh whether the costs of implementing fault tolerance are justified.
Step Summary
Although an organization may have a mix of streaming server types, each client can connect to only one type at a time. The setting for the application content source is defined by the choice of streaming method for that client.
In this step, the method that the Application Virtualization System will use to stream the virtual application packages, or .SFT files, from the server to the clients was determined. 
If a Full Infrastructure Model instance was selected, proceed to Step 6 to design the infrastructure.
Additional Reading
Infrastructure Planning and Design guide: Windows Server 2008 File Services at http://www.microsoft.com/downloads/details.aspx?FamilyId=AD3921FB-8224-4681-9064-075FDF042B0C&displaylang=en.
Infrastructure Planning and Design guide: Internet Information Services 7.0 at http://www.microsoft.com/downloads/details.aspx?FamilyId=AD3921FB-8224-4681-9064-075FDF042B0C&displaylang=en.
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Step 6: Design the Full Infrastructure
In Step 5, the streaming infrastructure was designed. If it was determined in Step 2 that the Full Infrastructure Model is needed, this step will determine the server resource scaling requirements and fault tolerance for each role. This step will need to be repeated for each Full Infrastructure Model instance defined in Step 3.
An App-V Full Infrastructure Model instance includes the following server roles: 
A Microsoft System Center Application Virtualization Management Server.
A streaming server, which streams applications to clients.
A server running the App-V Management Server Service.
A server running Microsoft SQL Server, for App-V configuration data. 
The following roles, while required, are not covered in detail since they have no significant infrastructure architecture discussion requirements:
Active Directory, for user authentication and application security management.
A client or server running the Microsoft Application Virtualization Management Console (MMC). 
A sequencer for creating the virtualized application packages. Since the application packages can be shared between instances, not all instances require a sequencer.
App-V client installed on systems that require application virtualization: desktops, virtual machines (VMs), or Terminal Servers.
Task 1: Server Resource Considerations
No information is available on the core scaling metrics of an App-V infrastructure. That is to say, there is no quantifiable data that can be presented to say that X servers should be deployed for Y users. Because of this, scaling and some capacity planning needs to be done once the environment is instantiated through creating a baseline of the system and looking at the growth trends.
Determining the resource requirements for each App-V role is accomplished by using the performance monitoring tools in Windows Server to measure the impact of the running system against key performance indicators. 
Microsoft has tested App-V with three mid-level Management Servers (dual quad core processors, with 16 GB of RAM) in a load-balanced configuration, writing to a single SQL Server-based backend server, to support 12,000 publishing refresh operations per minute.
Management Server Service
The Management Server Service is used by the Management Console to control the App-V system as well as to run reports. With the exception of running reports, other requests of the Service are extremely lightweight. 
An important consideration to make if the Management Server Service is placed on the Management Server is the negative performance impact that report generation can have in large environments. For this reason, it is recommended to have a dedicated server to host the Management Server Service in large environments that will be running reports. 

SQL Server
The Microsoft Application Virtualization Data Store is stored in the SQL Server database and is responsible for storing all information related to the Application Virtualization infrastructure. This data store can be located on a dedicated SQL Server instance, or it may be located on a SQL Server instance that has sufficient capacity to accommodate the App-V database along with any other databases that reside on that instance. 
Running the built-in reporting capabilities available on the App-V Management Console in large environments can potentially add significant CPU load on the App-V SQL Server-based server. In such environments, it is recommended to extract the data to a new database on a different server running SQL Server so that custom reports can be generated against it using existing reporting tools available in the organization.
Database Sizing
Database growth can be calculated so that proper capacity planning for the disk capacity can be accommodated.
The App-V configuration database is initially only 2 MB and will usually not grow past 10 MB in most system configurations. The application data is the only configuration data that noticeably changes the footprint for configuration data. 
The App-V metering data is the information about application activity and usage. The row size for the metering tables can be up to 5 KB; however, events such as starting and stopping applications take only about 1 KB. In an environment having approximately 2,000 users who start and stop about five applications each day, the metering database would grow about 20 MB* per day ( 5 Applications * 2 1K Events open and close application * 2,000 Users). 
By default, a database cleanup routine is set to run; it deletes the “old” rows. The two settings for controlling what data is “old” and gets deleted are Database Size and Usage History. These settings are found in the System Options dialog of the Management Console.
The Database Size setting (default = 1024 MB) allows the database data files to grow up to that size. There is a database alert that monitors the data file size and upon reaching this limit, it will start the procedure that cleans up the data. This process uses watermark settings to keep the data trimmed back to a certain percentage of total capacity. It calculates an approximate date and deletes all metering data older than that date.
The Usage History setting (default = 6 months) keeps the metering data for the specified number of months. At the beginning of every month, the database job runs to clean up the data. All sessions that completed prior to the cutoff date are deleted.
The tables MESSAGE_LOG and APPLICATION_USAGE are affected by these cleanup jobs.
Management Server
Frequent logons can generate load against the infrastructure if a publishing refresh is configured to occur at user logon. A publishing refresh is the process the App-V client initiates to identify the applications to which the user has access. The Management Server used for publishing refresh and the database with which the server communicates can have increased loads if significant publishing refresh requests are processed in a short period of time.
To increase the number of users that a Full Infrastructure Model instance is able to support, add additional servers via load balancing.
If the Management Server is also used for streaming, this additional load needs to be taken into consideration when planning the configuration.
Task 2: Determine Fault Tolerance for Each Role
A number of services are important to the functionality of the App-V infrastructure. In order to increase the reliability and availability of these services, additional technology can be used to increase each component system’s fault tolerance. 
Component-level fault tolerance, such as RAID systems, is not discussed at an App-V role level. 
Management Server Service
Any server may host the Management Server Service as long as it can communicate with the App-V database and Active Directory. The Management Server Service reads and writes configuration data to the App-V database as well as querying Active Directory for group membership information. Typically, this service will be installed on the Management Server in smaller installations. The Management Console can be placed on the same Management Server, or it may be placed on an administrator’s workstation. 
The Management Server Service is only used to configure the App-V environment and generate reports. If the service fails, the App-V system will continue to function normally with the exception of App-V management changes and reporting.
App-V does not offer any automatic fault tolerance for the Management Server Service, so it is a single point of failure to be monitored in the system.
Record the server(s) designated to hold the Management Server Service in the job aid in the Appendix.
Microsoft SQL Server Fault Tolerance
App-V requires SQL Server 2000 (SP3a or SP4), SQL Server 2005 (SP1 or SP2), or SQL Server 2008. Data about the application, license management, and reporting are kept in the SQL Server database. In locations where fault tolerance is not required, the SQL Server-based server can be installed on the same server as the Management Server Service and Management Server. 
If the App-V database is unavailable, no configuration changes can be made to the App-V system. Streaming Servers that are currently running will continue to service clients. However, the Management Server Service will fail to run if the database is unavailable during startup.
SQL Server provides a number of mechanisms for fault tolerance. This includes Database Mirroring, Log Shipping, Server Clustering, and Peer-to-Peer Replication. Although all of these provide some form of increased fault tolerance for a database, the only supported method for App-V today is server clustering.
Clustering SQL Server-based servers will increase the complexity of the environment. Server clusters are made up of two or more servers that can assume the load of the other servers in the cluster in the event of a failure. Creating a new cluster using Microsoft Cluster Services (MSCS) will require additional servers with the appropriate hardware to support the cluster service. MSCS will also require a shared storage device that can be locally attached to the servers running SQL Server, thus increasing the costs of deploying App-V. 
Record the designated SQL Server-based server(s) and the selected fault-tolerance level in the job aid in the Appendix.

Management Server
Management Servers perform a critical role in the App-V infrastructure. They are the servers that have direct connectivity to the client workstations. The Management Server role must be deployed in the same location and, if possible, on the same fast LAN as the SQL Server role in order to ensure good connectivity between the Management Server and the App-V configuration information that is stored in the SQL Server database. In locations where fault tolerance is not required, the Management Server can be deployed to the same server as SQL Server and the Management Server Service.
Fault tolerance is achieved by load balancing Management Servers. The Management Server is not cluster aware nor has it been tested on a server cluster, so this configuration is not supported at this time. There are two network load balancing options available: software-based NLB and hardware load balancer.
Option 1: Software-Based NLB
NLB is a cost-effective method for providing load balancing as well as a basic level of fault tolerance and scalability. NLB does not query the health of the real-time streaming protocol (RTSP) on the server. This can lead to a situation where the server appears healthy because the NLB heartbeat is detected; however, the App-V Management Server Service is down and will not answer client requests. 
Although up to 32 systems can be placed in a single software-based NLB cluster using Microsoft NLB, it has been observed in production that the effective performance of the system drops for cluster groups containing more than six members, so independent verification testing should be conducted if needed. 
Option 2: Hardware Load Balancer
To provide access to the Management Server array of servers and to recognize when a Management Server has stopped responding to requests automatically, a hardware load-balancing solution that supports Hypertext Transfer Protocol (HTTP) and RTSP is required. This level of configuration adds complexity to the overall deployment of the App-V servers. Hardware load balancers also add costs to the App-V solution. Two or more hardware load balancers are necessary. If only one is implemented, then the hardware load balancer becomes the single point of failure. Because the handling of client connections is handled by specialized hardware, hardware load balancers tend to scale to handle more concurrent client sessions than software-based load balancers.
Record the server(s) designated as the Management Server and the selected fault tolerance in the job aid in the Appendix.

Evaluating the Characteristics
	Complexity

	NLB
	NLB is simple to implement.
	Low

	Hardware Load Balancer
	Hardware load balancers tend to increase the complexity of the environment due to the need for two and the additional knowledge needed.
	Medium



	Cost

	NLB
	NLB is available in all editions of Windows Server 2003 and later. As a best practice, an additional network interface card is added to all nodes in the cluster to create a private network for the cluster heartbeat.
	Low

	Hardware Load Balancer
	Two or more hardware load balancers are needed to ensure fault tolerance. If only one hardware load balancer is used, it becomes the single point of failure.
	High



	Fault Tolerance

	NLB
	NLB only provides fault tolerance at the machine level. If the application layer fails, NLB will not detect it.
	→

	Hardware Load Balancer
	Hardware load balancers are able to detect application layer failures.
	↑



	Security

	NLB
	NLB does not affect security if properly implemented.
	→

	Hardware Load Balancer
	Hardware load balancers can increase security of the infrastructure due to rudimentary packet screening features.
	↑


Combining Server Roles
Discounting scaling and fault-tolerance requirements, the minimum number of servers needed for a location with connectivity to Active Directory is one. This server will host the Management Server, Streaming Server, Management Server Service, and SQL Server roles. Server roles, therefore, can be arranged in any desired combination since they do not conflict with one another.
Ignoring scaling requirements, the minimum number of servers necessary to provide a fault-tolerant implementation is four. The Management Server, Streaming Server, and SQL Server roles are all capable of being placed in fault-tolerant configurations. The Management Server Service can be combined with any of the roles, but remains a single point of failure.

Although there are a number of fault-tolerance strategies and technologies available, not all are applicable to a given service. Additionally, if App-V roles are combined, certain fault-tolerance options may no longer apply due to incompatibilities. 
In the job aid in the Appendix, verify that incompatible fault-tolerance options have not been selected for server roles that are to be combined.
Table 4. Compatible Fault-Tolerant Role Combinations 
	Role
	NLB
	Server Clustering
	Minimum Servers

	SQL Server
	N/A
	√
	2

	Streaming Server
	√
	N/A
	2

	Management Server
	√
	N/A
	2

	Management Server Service
	N/A
	N/A
	N/A


Validating with the Business
Review the decisions made for each server role with the affected business units:
Is there sufficient cost justification to warrant fault tolerance? If applications must be available, implementing a load-balanced and redundant solution may be a requirement of the deployment. It is important to understand which applications are critical to the enterprise and how virtualization and streaming may affect their availability to the parties that rely on them. Ensure that the business agrees that there is an appropriate balance between the costs and fault-tolerance capabilities.
Step Summary
This step should be repeated for each Full Infrastructure Model instance. At this point, the requirements around scaling and fault tolerance will have been identified, as well as the implementation necessary to meet those requirements for a given App-V instance.
Fault tolerance for App-V in the Full Infrastructure Model or the Streaming Model provides a system that is able to service client requests for new applications or updates. Applications that have previously been cached will run in a disconnected mode in the event of an infrastructure failure.
Additional Reading
“An Overview of Windows Clustering Technologies: Server Clusters and Network Load Balancing”: http://technet2.microsoft.com/windowsserver/en/library/c35dd48b-4fbc-4eee-8e5c-2a9a35cf63b21033.mspx?mfr=true
Planning Server Deployments: http://technet2.microsoft.com/windowsserver/en/library/cd6dd855-c25a-42e9-a0b1-861989aeac741033.mspx?mfr=true
“Configuring Network Load Balancing”: http://support.microsoft.com/kb/240997 
Infrastructure Planning and Design: Windows Server 2008 Active Directory Domain Services: http://technet.microsoft.com/en-us/library/cc268216.aspx 
Planning and Deployment Guide for the Application Virtualization System: http://technet.microsoft.com/en-us/library/cc843778.aspx 
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Conclusion
This guide has summarized the critical design decisions, activities, and tasks required to enable a successful design of a Microsoft Application Virtualization infrastructure. It focused on decisions involving:
Which models will be used in the organization to deliver virtualized applications.
How many instances of each model will be required to cover the locations and applications defined in the scope.
The placement, scaling considerations, and fault-tolerance options of each server role.
This was done by leading the reader through the six steps in the decision flow to arrive at a successful design. Where appropriate, the decisions and tasks have been illustrated with typical usage scenarios.
This guide discussed the technical aspects, service characteristics, and business requirements needed to complete a comprehensive review of the decision-making process.
When used in conjunction with product documentation, this guide will allow organizations to confidently plan the implementation of Microsoft Application Virtualization technologies.
Additional Reading
Microsoft Application Virtualization Team Blog: http://blogs.technet.com/softgrid/ 
Microsoft Application Virtualization 4.5 Documentation: http://technet.microsoft.com/en-us/appvirtualization/cc843994.aspx 
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Appendix: Job Aid
Use the table below to record the applications to be virtualized.
Table 1. Application Categorization
	Application Name
	Supported?
	Licensing Changes?

	
	
	

	
	
	




Use the table below to record information about each location in scope.
Table 2. Location Categorization
	Location
	Number of Users
	Available Bandwidth 
	Model 
	Streaming Instance Name 
(if required)
	Streaming Instance Fault-Tolerance Selection 
(if required)

	Detroit
	250
	T1
	Full
	SVR-DET-A
	NLB

	Flint
	30
	768
	Streaming
	SVR-FLT-A
	None

	
	
	
	
	
	

	
	
	
	
	
	




If Full Infrastructure Model has been selected, use the table below to record the fault-tolerance selection for each server role.
Table 3. Full Infrastructure Fault Tolerance
	Server Role
	Server Name
	Fault-Tolerance Selection

	Management
	SVR-DET-A
	NLB

	Management Web Service
	
	N/A

	SQL Server
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