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BUSINESS IS MOVING MUCH FASTER

TRADITIONAL
IT TEAM

IT Infrastructure Is Siloed &
Labor Intensive To Manage

‘ @ | IT Infrastructure Is Slow
Infrastructure & Applic To Provision

erel

o~

|} i X
Security Is Perimeter Based IT Skills Focused On Reporting
& Focuse d On Intrusion Preven tion Of Historical Internal Data

ENTREPRENURIAL
BUSINESS TEAM




CHALLENGES OF IT

Efficiency.(

Control |

Cholcak

(- idad



RAPID ADOPTION OF PRIVATE CLOUD

Exchafﬁhge

&

ol
QLsSiver B o

TRUSTED | CONTIROILLED [ IRBLIAILIE



RAPID ADOPTION OF PUBLIC CLOUD

£ Windows Azure

INNOVATORS &7 =
4 Google Cloud Platform #‘E‘:ngm\s3

SV | LOW-COST [ RLEXXRILE



TOTAL DEPLOYMENTS EXPECTED BY 2016

Public Hosted Private Private

e New applications
e Application resilience
e Primarily object and commodity

e Traditional Enterprise. apps
e Infrastructure resilience
e Off-premise cloud

Traditional Enterprise. apps
Infrastructure resilience
On-premise cloud

Primarily file & block

Better Agility Lower Cost Service Levels Security




HYBR

CLOUD DRIVES AGILITY & CHOICE

, Q ~. m ‘7‘ ¢ ‘. .
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TH

% FUTURE IS HYBR

Will Your Enterprise be Pursuing
a Hybrid Cloud Strategy by 2015?

o =

(Source: Tom Bittman, Gartner Data Center Conference December 2013)



Hybrid Cloud - Definition

What 1s Hybrid Cloud

 Hybrid cloud

— The cloud infrastructure is a composition of
two or more distinct cloud infrastructures
(private, community, or public) that remain
unique entities, but are bound together by
standardized or proprietary technology that
enables data and application portability

(e.g., cloud bursting for load balancing ler

between clouds). National Institute of
Standards and Technology
U.S. Department of Commerce
Source: http://csrc.nist.gov/publications/nistpubs/800-145/SP800-145.pdf



http://csrc.nist.gov/publications/nistpubs/800-145/SP800-145.pdf




\ -y ‘Organizational
om|:3atibl » ot Transformation
Public Clouds @



EMC ENTERPRISE
HYBRID CLOUD

ENTERPRISE
HYBRID CLOUD HYBRID CLOUD MADE EASY

.



HARDWARE SOFTWARE SERVICES

T
HYBRID CLOUD

.




POOLED RESOURCES, AUTOMATION & SELF-SERVICE

Virtualized Infrastructure
-y

Al




STORAGE FOR ANY WORKLOAD

SoftwarezBefined Storage
é >

VNX XtremlO




OPERATIONAL MANAGEMENT & FINANCIAL TRANSPARENCY

Sbftwar\eili)ieiﬁi’ned Storage
>

VNX ' Xtrem|O




“HYBRID READY” - Connect to Public Clouds

& EMC Cloud
/ Ps;mge
fv:nware\a

vCloud Air™ Network

Xtrem|O




ADD-ON MODULES

Database Provisioning  Platform-As-A-Service Cloud Brokering

HA'& DR

‘ Backup & Recovery

i Data o




EMC Hybrid

Productivity

Windows
Azure
Pack

D

SCOM

Management

Infrastructure




Hybrid Ready - EMC+ASR

Redefine DR by Supporting Cloud-Based DR Orchestration

AZURE AZURE

AZURE
ITE RECOVERY SITE RECOVERY
....S.DROR(:SO TION e e DR ORCH! ATION ~++-...... RAT\ON“ SITE RECOVERY
PR ATION=++<........ e N e ROR S HANNEL _ - ;

SERVICE
PROVIDER

REPLICATION CHANNEL I

On Premises Off Premises Public Cloud

REPLICATION CHANNEL




Hybrid Ready - Avamar/VE

DR: Recover
from Cloud

. Backup to
Cloud

Operational
Recovery

Backup to Azure cloud Disaster recovery for
Hyper-V private cloud

.................................

!' Protecting Data \.
- Born in the Cloud i
: L f'w":)\.*,'(:'t"'dnj,/ '
B "> \VindowsAzure

Protect data born-in-the-cloud
for Azure



Hybrid Ready - CLOUDBOOST

LONG TERM RETENTION TO THE CLOUD

Desktops
ROBO Laptops

Private and Public

Files NAS/NDMP £ I V | y
VM :
meméva& Databases e
'@' I APP Included with Data
| » Protection Suite!
~ Email Applications |



SDDC - A Foundation of Hybrid Cloud

« Software-Define-Servers
— Hyper-V, Vmware, Container, etc

« Software-Define-Networks
— Cisco, NSX, etc

- Software-Define-Storages
— Simple
— Extensible
— Open



What Is A SDDC?

Software Machines Storage

Abstract. Pool. Automate.

Application Consumptio@

I I BN B B .
Desktop
Internet
Virtual Desktop

H"J‘“““"J‘re@---
Laptop

. Tablet
Mobile
@ Location Independence

Mg



CSF of Hybrid Cloud

Storage Orchestration & Automation

« Overall, virtualization and orchestration and automation (O&A)
are the essential elements of an effective migration strategy.
Wikibon believes that, today, storage presents the biggest
challenges for hybrid cloud (virtualization of servers with
hypervisors and containerization is advanced, and the
virtualization of networks is technically simpler than storage).
As such, Storage orchestration and automation is especially
critical to hybrid cloud success.

Wikibon.org

Source: http://wikibon.org/wiki/v/iEvaluation Hybrid Cloud Strategic Options for Enterprise VMware Installations



http://wikibon.org/wiki/v/Evaluation_Hybrid_Cloud_Strategic_Options_for_Enterprise_VMware_Installations

The Storage Industry

NEEDS TO PROVIDE:--

Heterogeneous storage array Leverage the capabilities of the
management underlying hardware platforms
Policy based management of Unified storage views across the
storage pools abstracted from Data Center

hardware

Storage network management New interface support



EMC ViPR

Software-Defined Storage




Open Architecture Provides Choice

Integrates with Microsoft, Vmware, and OpenStack

openstack




EMC ViPR Controller

Completely Separate from the Data Plane

EMC ViPR Platform

- — o %
PI‘O\:VISIOI’]!;IHQ Sglf;Service g Auto‘!rpa‘tl’on
\ . ‘% ( §




Abstract Storage from Physical Arrays

Presents a Single, Logical Pool of Virtual Storage

Automatically Discovers and Registers Arrays

EMC ViPR Platform




Define Policy-based Storage Pools

Virtual Storage Array

ViPR virtual Data Center
Group all storage infrastructure that

logically needs to be managed as one

=

=

Abstract to manage the entire storage
in a physical data center, pods, or
islands of storage

N,
\\\\\\\\

Virtual

N,
\\\\\\\\

' Virtual
Virtual Storage Pool

.’ Storage ‘__

Collections of physical pools of similar
capability

o

. 3rd Party |- 3rd Party
= EMC Storage = EMC Storage
Storage Storage

San Francisco

Key to policy-based management

Physical

San Jose



V1PR Controller Provides Agility

/ Automation \ / Storage-as-a-Service \

63%
Average reduction : ‘?‘ﬁ}-@ ﬁ _
< 60 . e Multi-tenancy Metering
in provisioning S
seconds fimes
Storage ) == = S =
discovery and : 5 Clicks E S - L
ingestion - Automated storage S ;
b e =

K provisioning / K R /

ESX & BARE METAL CLUSTERS

L L %
cs -dics
4“’1; ﬂ‘«,ﬂvgt{ g g

5 Vblock
Systems

Vblock = = i
Systems VMAX VNX : « TIsilon

ND078.M




DELIVERED AS A SELF-SERVICE CATALOG
END-USERS CAN REQUEST TO STORAGE RESOURCES IN 5 STEPS

EMC ViPR ™ Block Storage Services & Block Protection Services ™ File Storage Services

Protection services for block storage Network attached storage services for Windows

- and Unix systems

= Block storage services for fibre channel and iSCSI
SERVICE CATALO

X

Recently Used

@ Block Services for Linux @ Block Services for Windows ™ Block Services for AlX

Block storage services for AlX hosts

View Catalog K Elock storage services for Linux hosts .- Block storage services for Windows hosts
<—‘

Edit Catalog

My Orders

& File Services for Vivlware vCenter ™ VCE Vblock System Services @ File Protection Services

VMware vCenter NFS Datastore Services Cluster Provisioning Services for VCE Vblock Protection services for network attached storage C—

.‘ Systems .O

All Orders

Scheduled Orders

= Block Services for ViMware vCenter

Elock storage services for Vidware vCentenESX
G Environments




Automate Storage Provisioning

Simplified Storage Management

alssoEEe o8 8 F_@gj_j s iEs

Minutes w/ ViPR



SCVMM ViPR Add-in

Provision ViPR Block Volume for Hyper-V

Folder Host

2

i &

Create Create Virtual Create Create Host Create VM | Assign VM |EMC ViPR™
Service Machine - Cloud  Group  Network Cloud Networks | Add-in
Create Cloud Show
VMs and Services < EMC ViPR Add-in

% Tenants I E MCZ ViPR™

Clouds

=i VM Networks

&4 PowerShell

] Jobs
S PRO

Window

Storage

- _ All Hosts
S WIN-DERIN856DUO

VMs and Services
Fabric

Library

i (R

Jobs

ision ViPR Block

on a Volume for a Cluster or Host

Cluster or Host:~ |  WIN-DERJIN856DUOQ.unisphere101.com [ "}

Volume Name:* VMMB-00085

Size (GB):* 50 E

Virtual Array:~ | VNX5500 [~]

Virtual Pool:* [ vnx5500new [ Free Space: 10661 GB, Used ‘ - i

Project: | Projectl [~]

Protocol: Fibre Channel

[/ Settings

EE>

Provision a Volume
for a Cluster or Host

E&2

Expand 2 Volume

Server Tools Administrator - WIN-DERJN856DUO.unisphere101.com - Virtual Machine Manager (Evaluation Version - 175 days remaining)

EE

Delete a Volume

Settings @




SCVMM ViPR Add-in

Expand a Volume for Hyper-V

A o
| % e ”
~,/\

Folder Host

et 1 2

rver Tools Administrator - WIN-DERJN856DUO.unisphere101.com - Virtual Machine Manager (Evaluation Version - 175 days remaining)

&4 PowerShell

] Jobs

B & 4|

Create Create Virtual Create Create Host Create VM | Assign VMs Services VM  |EMC ViPR™
Service Machine -~  Cloud Group Network Cloud etworks | Add-in S PRO
Create Cloud Window
VMs and Services < EMC ViPR Add-in
2= I EMmC L
Clouds

=i VM Networks
Storage

4 7] All Hosts
&= WIN-DERJN856DUO

& |1840082

==

Provision a Volume
for a Cluster or Host

==

Expand a Volume

Executing: Provision volume for WIN-DERINSS6DUO.unisphere101.com At 2015/04/22 18:40:08 - Elapsed: 117.0 seconds.

3820082

[Creating Volume: VMMB-00085 - Size: 50 GB.

1820393

Successtully created volume. WWN = 6006016057202C0030A620CEDCESES11

1820393

[Fetching host information from WiN-DERINSS60UO unisphere101.com - Executing Script: GetWWiN.ps1

18:20394

Exporting Volume to Host: WIN-DERINSS6DUO unisphere101.com

1841253

Volume 7 £8E417) was presented to WIN-DERINSS6DUO unisphere101.com

1841254

Start creating cluster shared volume for WIN-DERINSS6DUO unisphere101.com. WWN = 6006016057802C0030A640CEDCESEAT1

1821254

[This step may take a few minutes or more. please be patient - Executing Script AddSharedVolume ps1

18:22:05.1

[Creating cluster shared volume for WIN-DERINS56DUO unisphere101.com completed. \\\PHYSICALDRIVET

VMs and Services
Fabric
Library

Jobs

DR (W

Settings

Expand a Volume

Setting:

=
Expand a Volume
E__;- P

Cluster or Host™ [ WIN-DERIN856DUO.unisphere101.com l-]
Volume:* [ VMMB-00085 - - \\\PHYSICALDRIVE1 ]-]
New Size (GB):" 120 @ Oid Size (GB): 50.00

(e | (o]

LT




SCVMM ViPR Add-in

Add or Expand Pass through disk for VM

Server Tools Virtual Machine Tools Administrator - WIN-DERJN856DUO.unisphere101.com - Virtual i (& i ion - 173 days inil
Home  Folder Host | Virtual Machine |
JA.‘_ m p ‘_J @) Power OFf ) Reset 4 Migrate Storage \_5 i Refresh t] x - @
e e A Sy Ll <o State bt Vet e babe [ Manage ) o h Delete | Properties Manage ViPR
- Down On NP Resume J§jDiscard Saved State i Store in Library Checkpoint Checkpoints | = Install Virtual Guest Services ‘ o,v,ew Z ‘ Pass-through Disks ‘
Create Virtual Machine Window | Delete | Properties Add-in Actions
VMs and Services < vMs ()
%% Tenants [ 5]
- o | Name | Status. - | Virtual Mach... - | Availability Set... | Host | Cloud | Job Status ~ | Owner ~ | User Role ~ | CPU Average | service | Operating System
& vMo0s Running Running WIN-DERINSS... Completed 1% 64-bit edition of...

=& VM Networks
| Storage
< 71 All Hosts

& wis-osuneseouo [@ MamegeviRPasthougnDise (== S

VM: VMO005 Settings
EE v;°
— —
Add a Pass.through Expand a Pass-
2 vmoos ~
Virtual machine in: Recent job
Status: Ry ial Switc Name: Refresh virtual machine
] Owner: Job status: 100 % Completed
1| P, ’,
Memory: 4. -
Go to related object Storage (1 disks) Daily performance (CPU) ,
Host  WIN-DERINE56DUO.unisphere101.com Total storage (80.00 GB): 2 | Average

27% used




DATA PROTECTION CONTINUUM

AVAILABILITY, REPLICATION, BACKUP AND ARCHIVE

Complementa lers, o Meet

ARVAREGOVERAREWIENENRD

Avamar, Data Domain, NetWorker
SourceOne, RecoverPoint, VPLEX...

Zero Seconds Minutes Hours



AUTOMATE DELIVERY OF DATA PROTECTION SERVICES

n openstack B Windows




VPLEX

DATA PROTECTION-AS-A-SERVICE

PROVISION DATA PROTECTION SIMULTANEOUSLY WITH STORAGE

HIGH AVAILABILITY
ﬁ ACTIVE-ACTIVE
“ DATA CENTERS

@
CONTINUOUS
9 AVAILABILITY

CHANGE CLASS
OF SERVICE

) NON-DISRUPTIVE
MIGRATIONS

DISASTER RECOVERY OPERATIONAL RECOVERY

“

R
L

C|C|C

SRDF
REMOTE
REPLICATION

RECOVERPOINT
LOCAL & REMOTE
REPLICATION

DATA DOMAIN
BACKUP &
ARCHIVE

ARRAY-BASED
LOCAL COPIES

Er

899%

average
reduction in
manual steps



AUTOMATING MOVE TO PRODUCTION

Delivered By VMAX

Profile Defined In ViPR Controller Sets New:
w SAP PRODUCTION « Resource Allocation

« Performance Settings

k./ Availability: Continuous
D RTO/RPO: 0/0; CDP = YES

Class of Service

CONTROLLER




AUTOMATING AVAILABILITY WITH VPLEX

Class of Service

—

/Q ) HIGH

Profile Defined In ViPR Controller

4 EXCHANGE PRODUCTION
Performance: 1.0 IOPS/GB

’\‘Availability: Continuous

@ RTO/RPO: 0/0; CDP = YES

Delivered By VPLEX

» Continuous Availability
* Non-disruptive Mobility

Mirrored
Pair



AUTOMATING CONTINUOUS DATA PROTECTION

Delivered By RecoverPoint

- « Operational Recovery
b= EXCHANGE PRODUCTION .
Performance: 1.0 IOPS/GB ‘ DlsaSter Recovery

> Availability: Continuous Remote Site

U RTO/RPO: 15m/5m; CDP=YES >

Profile Defined In ViPR Controller

Class of Service

—

A Q ) HIGH

RecoverPoint

4 WEB-
) BaseD

CONTROLLER




AUTOMATING NON-DISRUPTIVE DATA MOBILITY

Discovered By ViPR Delivered By VPLEX
Controller - Mirrors Data

* Non-disruptive Activity

Class of Service

Added To ViPR
Virtual Pool

: = WEB-
(CL,;QJ BASED




Active-Active Hybrid Cloud

Always On Protection + Automated DR

Y Huoct ORacle | WM | vm EITY Mot ORacle' | v

1] WA
Self-Service Portal Self-Service Portal
Management &

Management &

Virtual Virtual
Infrastructure Infrastructure
Compute, Storage Compute, Storage
Network, NSX Network, NSX
VCNS, NSX /=Y

Compute

Network
Compute
Network

EINY Mot oRacLe | VM | VM
Self-Service Portal
Management &

Compute

w B Mioosot ORACLE | WM VM

B A

Self-Service Portal
Management &

pr—————frgtomation ===,

Virtual

Infrastructure
Compute, Storage
Networkc

VCNS, NSX

Compute
Network




DATA DOMAIN & VIPR CONTROLLER INTEGRATION

 First Protection Storage Supported
With ViPR Controller

« Streamlines Provisioning
* NAS Target For Archive Data

¢ z » ~ 5

u

A =
4

0

o

z @

0 ViFkPR

w "

o

U CONTROLLER

| N



ONE CENTRAL SOFTWARE PLATFORM

AUTOMATES AND MANAGES ENTIRE STORAGE INFRASTRUCTURE

vmware n B8 Microsoft

openstack -
EMC Storage: VMAX, VNX, VNXe, Isilon,
ScalelO, XtremIO

3rd Party Storage: Hitachi, IBM, HP,
SolidFire, NetApp, & Oracle

VI;H - ..
L7z Controlle -

Provisioning el Automation Reporting Data Protection Technologies:
VPLEX, RecoverPoint, SRDF, Data Domain

rd Integrates with Cloud Stacks VMware,
EMC and 3 Party Storage Microsoft and OpenStack




ONLY EMC
Enable Everything-as-a-Service

 TaaS

) PaaS w B OR{N:I.E| v | v w Mot oR/fcl.s'| v | wna
VCAC Self-Service VCAC Self-Service

. Storage-aaS ruiigres ) [ rmeogpesnsy
P .:.- - - -:. g A Storage v.-

« Application-aaS +

- DB-aa$S

« Backup-aaS Cloud A Cloud B

« DR-aasS Active-Active Hyl?rid Cloud
As-a-Service



[ EMC MANAGEMENT
i INTEGRATION FOR
iff MICROSOFT PRIVAT

q CLOUD

EMC Storage Integrator (ESI)
for Windows Suite

(1]




ESI for Windows

Hyper-V cluster

A A
I I
I I
I I
I I
I I
I I
I I
I I

— - Agent(VM) = — — — =

...how it all works



ESI FOR WINDOWS SUITE
EST MANAGEMENT CONSOLE

Block View/File View

File Action View Help

= =| [

@ EMC Storage Integrator
4 ‘ Storage Systems

@ 7600 - FNMOO013C
4 ‘ Hosts

[ SSE-UCS1-B7 - 1C
b @l Host Clusters

¢ Hypervisors

bl Applications
p ¥ Replication

Shared Folder Pools

Friendly Name:
Array Name:
Serial Number:
System Type:

Model:
Software Revision:

Shared Folders

WINXT600

'/’“‘.
-  Switch Yiew w =

MName
» T OSFS
T MixFS
e test
T SCYM_IT
He SCVM_500G

Service Protocol
v CIFS

CIFS

CIFS

CIFS

CIFS

Total Capacity

Export Path Parent Pool
3.000TB “\192.168.121.247\OSFS OSFS
15.900 TB \\192.168.121.24\MixFS MixFS
5.000 GB Y\192.168.121.247\test OSFS
1.000 TB “\192.168.121.24A\SCVM_1T  SCVM_1T

500.000 GB \192.168.121.24ASCWM_500G SCWM_500G




EST FOR WINDOWS SUITE

ESI MANAGEMENT CONSOLE

Hyper-V Host Information

f"i Aﬂn View Help
| 2

@ EMC Storage Integrator
4 ol Storage Systems Host: WIN-DERINES6DUO
a2 VNXS500 - CKMO0111000030 1P Address: 10.32.34.40
> [ Hosts Username: UNISPHERE10T\administrator By Mesmealy
W@ Host Clusters Hypervisor Type:  Microsoft Hyper-V @ Create Disk
4+ @ Hypervisors B Connect Disk
& WIN-DERINSS6DUO - 10.32.34.40
b &8 Ap ¢ Test Connection
R
@ Replication Host Disks | SAN Initiators | Virtusl Machines | K Removesistem
Disk Partition Style Capacity Mount Path | Disk Flags  Status Disk Type | Source Storage Syst.. LUNName  ID on Storage |LUN Identifiers View 4
UNKNOWN 120.000 GB ReadOnly  Offline Physical A vnxes0 VMMB-00085 0 NAA.6006016... Help
o o s P o | PrysicatDriver -
B PhysicalD... MBR 544.499GB C:\ BootDisk, Pa... Online Physical N/A NAA.6001C23... = SEERCEIO
T Remove Disk
< Expand Disk
<=’ Change Drive Letter and Paths
Help
File Action View Help
== =

@ EMC Storage Integrator

4 gl Storage Systems

& WIN-DERINES6DUO - 10.32.34.40
b m Applications
W Replication

Host: WIN-DERINES6DUO EM(:2
o VNX5500 - CKMOO111000030 1P Address: 10.32.34.40 B
b @ Hosts Username: UNISPHERE10T\administrator
@ Host Clusters Hypervisor Type:  Microsoft Hyper-V
4 ¥ Hypervisors

Host Disks | SAN Initiators | Virtual Machines
D Type Manufacturer 1P Address Host Name Model
» 20:00:00:E0:8B:9E:A7:0F:21:0... Fibre Channel QLogic Corporation 10.32.34.40 ‘win-derjn856duo.unisphere... QLE2460
20:00:00:E0:8B:9E: 10:0D:21:0. Fibre Channel QLogic Corporation 10.32.34.40 ‘win-derjn856duo.unisphere... QLE2460
iqn.1991-05.com.microsoft:... iSCSI Microsoft 10.32.34.40 i j i iSCSI initiator




SCOM - HEALTH MONITOR FOR EMC STORAGE

Import and configure ESI Management Packs for

SCOM aes O
Health monitor via ESI Service and RESTFul API l
Storage system topology o
* Array health l” :
+ Space utilization : }
« Alerts a e ﬂi @
.n ' i

Overall topology view of storage system in SCOM



Monitored Components

SCOM - H

ESI Service
Logical Components

Storage Pools
Snapshot Volume
Storage Group

Physical Components

CPU Module
Disk Drive
Enclosure
Network Switch
Memory Module

FALTH MONITOR FOR EMC STORAGE

orage Group Overall Health - sse-scl - Operations Manager
File Edit View Go Tasks Tools Help

i | seachw _ i % scope (2 F'Qd] @ e -

Monitoring < Storage Group Overall Health
4 3 ESIService Al
()] ESIService Overall Health State ©&
(G ESIWindows Service Overall He -{_Look for: I Find MNow
4 ¢ 3 Logical Components State % | Display Mame | Class MName
[@] Cifs Shared Folder Overall Healt (&) Healthy P77 4MGMTMY Masking View
‘.;11 SnapshotVolume Overall Healtt (@) Healthy SSE-SC2012_Admin_VMs Storage Group
) storage Group Overall Health | @ Healthy PTTAMY Masking View
@) st Wolume Overall Health
SRt e L @ Healthy SSE-SC2012_Clientload V... Storage Group
4 | o SnapshotPools L
~— 3 < @ Healthy SSE-SC2012_Application_... Storage Group
e Available Capacity (96) ; ] :
@} Overall Health @ Healthy smoview Masking View
4 | o Storage Pools

|| Overall Health

Storage Group Overall Health



EST SCO INTEGRATION PACK

Work flow Test — VM & storage provision

_________ al; oB. S

%?Jr;{:h;?tT; > Conmect To > Cannection
-block H ready report

Starage ost O .,
........ Systermn i

e~ e F——) E}

- LH « = <
Create Initialize Host h Present LUM L(Iilrhia':e '\IJ—FWt
File systerm Drisk to Host or Hos
e E il L
- . g > -
Storage o Create Whia Wh Ready

ready report Fram Te... report



EST SCO INTEGRATION PACK

- Includes 16 Runbook activities
- SCO can also leverage additional EMC PowerShell
commands

@Y ESI SC0 Integration Pack

qﬁl:cunnect To Host Or Cluster Systermn qE_;DisccunnEn:t Host, Cluster, or Storage Systemn
nﬁﬂnnnect To WhALX Storage Swstern i Initialize Cluster Disk

ni!gl:nnnect To WMX-Block Storage Systern “Ta Initialize Host Disk

qﬁl:cunnect To WMNXe Storage Systerm Ay Present LUM to Cluster

B Create Cluster Filesystern “LiPresent LUM to Host

“S Create Filesystern W Rernowve a LUMN frarm Cluster

iy Create Mews LUM “LiRernove a LUM from Host

i Delete LM o Resize Host Wolume



SCO - ORCHESTRATOR RUNBOOK DESIGNER

Actions Edit  Options  Wiew Help
i Refresh | P W Stop |H Check In B Check oot T-"_. Undo Check Gk Runbook Tester | Orchestration Console

Caonnections =" EST powsershell I
& e (O] &
2. Workflow management

=- 5 5SE-5C0

e crouns 1. Create VM via SCVMM
IP (Integration Pack)

T ek orver® g . f?_j k
i 2. Create LUN with ESIPS
...Runbook — a series of activities 3. Add Disk to VM...

From Template with ESI ...

Log History

G2 X

Stark Time | End Tirme Status
@ 11/21/201Z 6:58:15 PM 11/21}201Z 7:03:22 PM success
@ 11/21/201Z 6:25:40 PM 11/21J2017 6:35:57 PM success

...no activities of LUN creation in SCVMM IP



SCVMM - EMC STORAGE MANAGE

Manage EMC storage system via EMC SMI-S provider

Discover VNX and VMAX
Configure storage pools
Create LUNSs

ENT

£d e i L !% N ;‘ $Sewi(es E¥ PowerShell
. N 1o - A @um [E] Jobs
Create Create Create File Create Add Allocate Overview | Fabric - = Remove Properties
Classification Logical Unit Share - Resources = Capacity Resources | 4! Hosts/Clusters T PRO
Create Add Capacity Window Remove Properties
Fabric 4 Classifications (3), StoragePools (4), and Logical Units (15)
> ﬂ Servers
b —& Networking MName | Type | Total Capacity | Available Ca... | Assigned | Description Provisioning Type
E B Exchange Classification 41,861.37 GB 5,581.50 GB
= St
orage L DAG1 Storage pool 20,030.60 GBE  2,759.42 GB DAGT
m Classification and Pools
— e DAGZ Storage pool 20,930.69 GB 2,822.04 GE DAGz2
roviders
a = B vmaxiok Classification 0,408.69 GB 1.845.90 GE
rrays
s Backup Storage pool 5,408.69 GB 1.845.97 GE Backup
2 File Servers =
E Sm VMNX5700 Classification 2,138.17 GB 1.260.46 GE
= L Pooll Storage pool 213817 GB 1.260.46 GE Pool 1
w LUM_99_ClientLoa: Logical unit 800.00 GB 200,00 GB  Yes LUMN_99_ClientLoad_WM_CS Fixed
W SCWMMtest Logical unit 50.00 GEB 5000 GE  Yes Fixed

Managing both VNX5700 and VMAX 10K



SOLUTION SUMMARY

This solution highlights the close integration of ESI for Windows Suite
with Microsoft System Center 2012 SP1, which allows administrators to
control application and EMC storage infrastructure throughout the data
center. This includes multi-hypervisor and multi-array environments.

 ESI Management Packs for SCOM monitor EMC storage systems

EMC SMI-S Provider allows storage management with SCVMM

ESI PowerShell allows automated provisioning of EMC storage

SCO provides workflow management

SCVMM manages both ESXi and Hyper-V



