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Getting help  

Every effort has been made to ensure the accuracy of this book. This content is also 
available online in the Office System TechNet Library, so if you run into problems you can 
check for updates at: 
http://technet.microsoft.com/office 
If you do not find your answer in our online content, you can send an e-mail message to 
the Microsoft Office System and Servers content team at: 
itspdocs@microsoft.coms 
If your question is about Microsoft Office products, and not about the content of this book, 
please search the Microsoft Help and Support Center or the Microsoft Knowledge Base 
at: 
http://support.microsoft.com
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Other Resources  
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see these articles after clicking a link in an alert in the Operations Manager console. You can 
use these articles to help you troubleshoot and resolve problems in SharePoint Server 2010. 

Relevant System Center Operations Manager knowledge articles for Project Server 2010 
are available in the Project Server document library at System Center Operations Manager 
knowledge articles (Project Server 2010) (http://technet.microsoft.com/library/d95bc95a-1ffc-
41f8-8039-33a8d68810d1(Office.14).aspx) 
In this section: 

¶ Access Services in SharePoint Server 2010 knowledge articles 

¶ Excel Services Application in SharePoint Server 2010 knowledge articles 

¶ InfoPath Forms Services in SharePoint Server 2010 knowledge articles 

¶ Managed Metadata services in SharePoint Server 2010 knowledge articles 

¶ PerformancePoint Services in SharePoint Server 2010 knowledge articles 

¶ Search services in SharePoint Server 2010 knowledge articles 

¶ Visio Services in SharePoint Server 2010 knowledge articles 

¶ User Profile Synchronization Configuration Service cannot connect to SQL Server - Event 4 

(SharePoint Server 2010) 

¶ ULS not enough storage for log directory - Event 2150 (SharePoint 2010 Products) 
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http://technet.microsoft.com/library/d95bc95a-1ffc-41f8-8039-33a8d68810d1(Office.14).aspx
http://technet.microsoft.com/library/d95bc95a-1ffc-41f8-8039-33a8d68810d1(Office.14).aspx
http://technet.microsoft.com/library/d95bc95a-1ffc-41f8-8039-33a8d68810d1(Office.14).aspx
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¶ Secure Store proxy unexpected exception - Event 7557 (SharePoint Server 2010) 

¶ Throttling starts alert- Events 8032  8062 (SharePoint 2010 Products) 

¶ Cannot retrieve end point - Event 8070 (SharePoint 2010 Products) 

¶ Cannot retrieve list of service applications from remote farm - Event 8071 (SharePoint 

Server 2010) 

¶ Log folder does not exist - Event 8074 (SharePoint 2010 Products) 

¶ Usage timer job failed - Event 8075 (SharePoint 2010 Products) 

¶ Business Data Connectivity Service - BDC database adapter connection exception - Event 

8080 (SharePoint 2010 Products) 

¶ Business Data Connectivity Service - SQL exception - Event 8086 (SharePoint 2010 

Products) 

¶ ULS trace log reaching maximum size - Event 8094 (SharePoint 2010 Products) 

¶ ULS usage log reaching maximum size - Event 8095 (SharePoint 2010 Products) 

¶ STS signing certificate missing - Event 8303 (SharePoint 2010 Products) 

¶ STS cannot sign credentials - Event 8304 (SharePoint 2010 Products) 

¶ Claims cannot establish endpoint - Event 8305 (SharePoint 2010 Products) 

¶ STS claims provider error - Event 8307 (SharePoint 2010 Products) 
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¶ Administration service is not running (SharePoint 2010 Products) 

¶ Backend server not reachable (SharePoint Server 2010) 

¶ Document conversion failures high (SharePoint Server 2010) 

¶ Document conversion launcher unavailable (SharePoint 2010 Products) 

¶ Document conversion load balancer unavailable (SharePoint 2010 Products) 

¶ Knowledge article is not yet available (SharePoint 2010 Products) 

¶ Sandboxed code is running (SharePoint 2010 Products) 

¶ SharePoint Administration service is disabled (SharePoint 2010 Products) 

¶ SharePoint Foundation 2010 search is not running (SharePoint 2010 Products) 

¶ SharePoint Health Analyzer has detected an error or warning (SharePoint 2010 Products) 

¶ SharePoint Timer service could not start (SharePoint 2010 Products) 

¶ SharePoint Timer service is not running (SharePoint 2010 Products) 

¶ SQL Server remote access is disabled (SharePoint 2010 Products) 

¶ Tracing service is not running (SharePoint 2010 Products) 

¶ Unacceptable rendering response time (SharePoint Server 2010) 

¶ User Profile Configuration service not started (SharePoint Server 2010) 

¶ User Profile Synchronization service not started (SharePoint Server 2010) 

¶ Web application taking too long to render a page (SharePoint 2010 Products) 

¶ Web application unavailable (SharePoint 2010 Products) 

¶ Web site unavailable (SharePoint 2010 Products) 
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Access Services in SharePoint Server 2010 
knowledge articles  

Published: May 12, 2010  
The articles in this section are knowledge articles for Access Services in Microsoft SharePoint 
Server 2010. Typically, you would see these articles after clicking a link in an alert in the 
Operations Manager console. You can use these articles to help you troubleshoot and resolve 
problems in Access Services. 
In this section: 

¶ Access Services - configuration database access failed - Event 1 (SharePoint Server 2010) 

¶ Access Services cannot create session cache - Event 11 (SharePoint Server 2010) 

¶ Access Services out of memory - Event 16 (SharePoint Server 2010) 

¶ Access Services failed to load calculation library - Event 17 (SharePoint Server 2010) 

¶ Access Services template input output error - Event 21 (SharePoint Server 2010) 

¶ Access failed to contact Access Services - Events 24  25  26 (SharePoint Server 2010) 

¶ Access Data Services no longer available - Event 28 (SharePoint Server 2010) 

¶ Access Services server is not available - Event 29 (SharePoint Server 2010) 
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Access Services - configuration database 
access failed - Event 1 (SharePoint Server 
2010) 

Published: May 12, 2010  
Alert Name:    Configuration database access failed 
Event ID:    1 
Summary:    Access Services in Microsoft SharePoint Server 2010 stores its settings in the 
Microsoft SharePoint Server 2010 configuration database. Either a web front end or a back end 
server component of Access Services was unable to read its settings from the configuration 
database. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Access Services in SharePoint might not start. 

¶ Access Services might fail to create Access Services applications. 

¶ Users might not be able to view applications in their browsers, or the service might be 

otherwise unavailable. 

¶ This event appears in the event log: Event ID: 1   Description: Access Services: Unexpected 

exception while trying to access <configuration database name>. Error = <exception 

message> 

¶ This event appears in the event log: Event ID: 32 Description: Unable to obtain configuration 

information. 

¶ This event appears in the event log: Event ID: 33 Description: Unable to obtain 

AccessWebServiceInstance. 

¶ This event appears in the event log: Event ID: 34 Description: There is no application 

associated with proxy <name of Access Services proxy>. 

¶ This event appears in the event log: Event ID: 35 Description:  There is no SharePoint 

service context. 

¶ This event appears in the event log: Event ID: 36 Description: There is no default Access 

Services Application Proxy. 
Cause:    One or more of the following might be the cause: 

¶ The configuration database might be experiencing a failure. 

¶ Permissions might have changed for the account that runs the application pool that Access 

Services is running, so Access Services no longer has access to the SharePoint Server 

2010 configuration database. 

¶ The front end proxy for Access Services may have been deleted. 

¶ No front end proxy for Access Services is designated as the default. 

¶ An unexpected failure occurred during provisioning of the service. 
Resolution for event ID 1 and 32:    Grant correct permissions to the database access 
account  

¶ Resolve this issue by finding the name of the database access account, adding the 

database access account in Microsoft SQL Server 2008 , and then verifying that the account 

has correct permissions in SQL Server 2008. 
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 Note:  

You must be a member of the Farm Administrators SharePoint group to perform the following 
tasks. 
To find the database access account: 

1. On the SharePoint Central Administration Web site, in the Security  section click 

Configure service accounts . 

2. On the Service Accounts page, in the Credential Management  section, in the upper 

drop-down list, select the application pool that is running Access Services. When the 

application pool is selected, the name of the Access Services application is listed in the 

text box; for example, AccessDataService-Type. 

3. Note the account that is selected in the Select an account for this component  drop-

down list. 
To add the database account in SQL Server 2008: 

1. Connect to the computer that runs SQL Server 2008 by using an account that has 

Administrator permissions. 

2. In SQL Server Management Studio, in the Object Explorer  navigation pane, expand the 

Security  node, and then click the Logins  node. The name of the database access 

account indicates that it is a SQL login. 

3. If the account exists, expand the Databases  node, expand the configuration database 

node, expand the Security  node, and then expand the Roles  node. 

4. Expand the Database Roles  node and double-click the db_reader  role. 

5. In the Database Roles Properties  dialog box, check whether the database access 

account is in the Members of this role  list. If the account is not listed, click Add . 
To verify that this account has correct permissions in SQL Server: 

1. Click Start , click All Programs , click Microsoft SharePoint 2010 Products , and then 

click SharePoint Management Shell . A Command Prompt window opens. 

2. Enter the Windows PowerShell command Get-SPAccessServiceApplication"<name 

of yo ur access service>" | format -table . 

3. This command retrieves the Access Services application and displays the values for 

some settings. These values are read from the configuration database. 
Ensure there is a default proxy for Access Services  

1. On the Central Administration home page, click Application Management . 

2. On the Application Management page, under Service Applications , click Configure 

service application associations . 

3. On the Service Application Associations page, clock on proxy listed in the Application  

Proxy Group  column for the Web application. 

4. In the Configure Service Application Associations  dialog, ensure that the 

AccessDataServiceInstance - Access Services Web Service Application Proxy  box is 

checked and click OK. 

5. If the AccessDataServiceInstance - Access Services Web Service Application Proxy  

box does not exist, you must re-provision Access Services on the server. 
Re-provision Access Services  

1. If you only have one Access Services application in your farm, you will want to remove it 

before provisioning a new one. This will ensure that any proxies are correctly cleaned up. To 

remove an existing Access Services application: 

a) On the Central Administration home page, click Application Management . 

b) On the Application Management page, under Service Applicatio ns , click Manage 

service applications . 
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c) On the Manage service applications page, highlight the Access Services Web 

Service Application  and click Delete  on the ribbon. 

 Important:  

Do not check the Delete data associated with the Service Applications  checkbox. 
On the Delete Service Application  dialog, click OK. 

2. Add a new Access Services application to the server: 

a) On the Central Administration home page, click Application Management . 

b) On the Application Management page, under Service Applications , click Manage 

service applications . 

c) On the Manage service applications page, click New on the ribbon and select 

Access Services . 

d) In the Create New Access Services Application  dialog, under Name, type in the 

name for the Access Services application. The name must be unique among all 

Access Services applications. 

e) Under Application Pool , choose to reuse an existing application pool, or create a 

new one and choose an account to run the application pool as. 

f) Click OK. 
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Access Services cannot create session 
cache - Event 11 (SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Access Services cannot create cession cache 
Event ID:    11 
Summary:    Access Services in Microsoft SharePoint Server 2010 maintains query results in a 
session on the Access Services back-end server computer. The issue in this case is that the 
Access Services server computer failed to create a session for caching query results. 
Symptoms:    One or more of the following symptoms might appear:  

¶ Access Services applications that run on the server might not be able to display data in 

forms, reports, or the table view. 

¶ This event appears in the event log: Event ID: 11   Description: Access Services: Unable to 

create a cache for the session for application <application name>. Exception message: 

<exception message> 
Cause:    The Access Services in SharePoint server computer is in an unstable state. 
Resolution:    Restart the Access Services  computer  

¶ Restart the Access Services computer to free up memory and return to a known good state. 
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Access Service s out of memory - Event 16 
(SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Access Services out of memory 
Event ID:    16 
Summary:    The Access Services in Microsoft SharePoint Server 2010 computer maintains 
sessions that hold query cache results, and performs other operations that use a lot of memory. 
The Access Services server computer is low on memory or is out of memory. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Access applications in the Web browser time out or respond very slowly. 

¶ Users cannot load or view their Access Services applications in the browser. 

¶ This event appears in the event log: Event ID: 16   The ADS box <machine name> has run 

out of memory. 
Cause:    One or more of the following might be the cause: 

1. The amount of memory consumed by Access Services in SharePoint on the back-end 

server computer has grown too large. 

2. There is excessive traffic to the Access Services server computer and the computer cannot 

serve that many users. 
Resolution:    Restart Access Se rvices  

1. Consider whether you have enough Access Services server computers in the farm to 

support the number of users of your deployment. The addition of Access Services 

computers in your farm reduces the amount of traffic and memory requirements on any 

single Access Services computer. 

2. Use the SharePoint Central Administration Web site to change the Maximum Session 

Memory setting for Access Services to a lower value. 

a) On the SharePoint Central Administration Web site, on the Quick Launch, click 

Application Man agement , and in the Service Applications  section, click Manage 

service applications . In the Type column, note that Access Services Web 

Service Application  appears for Access Services applications. 

b) In the Name column, click the Access Services application that is out of memory. 

c) On the Manage Access Services page, in the Session Management  section, type a 

lower value for Maximum Session Memory , and then click OK. 

3. Restart the Access Services computer to free up memory and return the Access Services 

computer to a known good state. 
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Access Services failed to load calculation 
library - Event 17 (SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Access Services failed to load calculation library 
Event ID:    17 
Summary:    Access Services in Microsoft SharePoint Server 2010 depends on a critical DLL 
file, ascalc.dll, to enable caching of session information and queries. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Access Services fails to start or fails to create Access Services applications. 

¶ This event appears in the event log: Event ID: 17   Description: Failed to load ASCalc.dll 

<path to file>. 
Cause:    The ascalc.dll file became corrupt or is not present on disk. 
Resolution:    Repair the installation  

1. Run setup for Microsoft SharePoint Server 2010 , and select the option to repair the 

installation.  

2. Complete any required setup wizard processes. 
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Access Services template input output error 
- Event 21 (SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Access Services template input output error 
Event ID:    21 
Summary:    Access Services in Microsoft SharePoint Server 2010 creates Web sites, which are 
a representation of Access Services in SharePoint applications on the server. Access Services 
tried to create an Access Services application on the Web, but encountered an error when it 
read the template file that was used to create that site. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Users cannot create a new site from a specified Access Services template. 

¶ This event appears in the event log: Event ID: 21   Description: Access Services: A file read 

error has occurred during site creation. File the error occurred on: <path to the file>. 
Cause:    One or more of the following might be the cause: 

1. The Access Services template file is corrupt. 

2. The Access Services template file is missing. 
Resolution:    Reinstall the user -defined template  

¶ Install the custom Access Services templates on the Microsoft SharePoint Server 2010 

server computer where Access Services is installed. 
Resolution: Reinstall templates included with Access Services  

¶ Run setup for SharePoint Server 2010 and repair the Access Services installation. 
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Access failed to contact Access Services - 
Events 24  25  26 (SharePoint Server 2010)  

Published: M ay 12, 2010 
Alert Name:    Failed to contact Access Services 
Event ID:    24 25 26 
Summary:    The front-end Web application made a request to a specific Access Services in 
Microsoft SharePoint Server 2010 back-end server computer and encountered an unexpected 
exception. This can indicate an intermittent problem or a problem with a specific server 
computer. In these cases, the front-end Web application attempts to load balance to a different 
back-end server computer. The Access Services server computer is required to run queries and 
maintain cache state for those queries. 
Symptoms:     

¶ The following message may appear in the event log: Event ID: 24 Description: There was an 

error in communicating with Access Data Services exception: <exception description> 

[Session: <session ID> User: <username>]. 

¶ The following message may appear in the event log: Event ID: 25. Description: There was 

an error in communicating with Access Data Services exception: <exception description> 

[Session: <session ID> User: <username>]. 

¶ The following message may appear in the event log: Event ID: 26. Description: Unable to 

reach Access Data Services. [Session: <session ID> User: <username>]. 
Cause:    The Access Services in SharePoint server computer is in an unstable state and might 
need to be restarted. 

¶ The web front end encountered an intermittent failure when trying to contact the Access 

Data Services server. 

¶ The specific Access Data Services server is in an invalid state and may need to be 

restarted. 
Restart the Access Data Services serv er 

1. Before restarting, verify that this is a problem that occurs often.  It may be an intermittent 

problem that is automatically recovered from.   

2. Restart the Access Data Services server. 

3. If the problem continues to often, and restarting the server does not correct the problem, 

ensure that the hardware of the server is functioning correctly. If this is not the problem, 

reinstall Access Services on the server and re-add the server to the farm. 
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Access Data Services no longer available - 
Event 28 (SharePoin t Server 2010)  
Published: May 12, 2010  
Alert Name:    Access Services is no longer available 
Event ID:    28  
Summary:    The front end Access application sent a request to a specific Access Services 
server computer and encountered an unexpected exception. This can indicate an intermittent 
problem or a problem with the server computer. In these cases, the front end Access application 
attempts to load-balance to a different server computer. The Access Services server computer is 
required to query data that is typically used in Access Services reports. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Access Services applications fail to refresh data. 

¶ Access Services applications fail to load or be displayed correctly. 

¶ This event appears in the event log: Event ID: 28  Description: The Access Data Services is 

no longer available.  [Session: <session ID> User: <username>]. 
Cause:    One or more of the following might be the cause: 

¶ The front end Access application encountered an intermittent failure when it sent a request 

to the Access Services server computer. 

¶ The specific Access Services server computer is in an invalid state and must be restarted. 

¶ There are network related failures that are preventing the server that is running the front-end 

Access application from contacting the Access Services server computer. 
Resolution:    Restart the server  

1. Before restarting the Access Services server computer, refer to the System Center 

Operations Manager reports to learn how often this problem occurs. If the problem occurs 

intermittently and Access Services automatically recovers from it, do not restart the server 

computer unless the symptoms noted above persist. 

2. Restart the Access Services server computer. 

3. If the problem occurs often, and restarting the server computer does not correct the issue, 

verify that the server computer is functioning correctly. You may need to reinstall Microsoft 

SharePoint Server on the server computer and join it to the SharePoint farm. 
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Access Services server is not available - 
Event 29 (SharePoint Server 2010)  
Published: May 12, 2010  
Alert Name:    Access Services server computer is not available 
Event ID:    29 
Summary:    A front-end Access application computer cannot locate or send requests to any 
server computer that is running Access Services. The Access Services server computer is 
required to query data that is typically used in Access Services reports. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Access Services does not render any data in forms, reports, or any other view of an Access 

application in the browser. 

¶ This event appears in the event log: Event ID: 29  Description: No Access Data Services is 

available in the farm.[User: <username>]. 
Cause:    One or more of the following might be the cause: 

¶ The Access Services server computer is not running. 

¶ Access Services was not started on the server computer. 

¶ The proxy that the front-end Access application is not the default member of the default 

proxy group for Access Services. 
Resolution:    Verify that Access Ser vices runs on the server  

1. On the Central Administration Home page, in the System Settings  section, click Manage 

servers in this farm . 

2. Select the server computer that hosts the Access Database Service. 

3. On the Services on Server page, check whether Started  is indicated for Access Services  in 

the Status  column. If it is not, click Start  in the Action  column. 
Resolution:    Verify that the proxy for the service application is the default member for 
Access Services  

1. On the SharePoint Central Administration Home page, on the Quick Launch, click 

Application Management . In the Service Applications  section, click Configure service 

application associations . 

2. On the Service Application Associations page, in the Application Proxy Group  column, 

click the name of the proxy group for your front-end Access application. The default name 

for the proxy group is default . 

3. In the Configure Service Application Associations  dialog box, make sure that the check 

box for the Access Services proxy is selected. If there is more than one Access Services 

application proxy and the word [default]  does not appear after the name of the proxy you 

want to use, select the check box, and then click [set as default] . 

4. Click OK. 
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Excel Services Application in SharePoint 
Server 2010 knowledge articles  
Published: May 12, 2010  
The articles in this section are knowledge articles for the Excel Services Application. Typically, 
you would see these articles after clicking a link in an alert in the Operations Manager console. 
You can use these articles to help you troubleshoot and resolve problems in Excel Services 
Application. 
In this section: 

¶ Excel unauthorized attempt to access a session - Event 2011 (SharePoint Server 2010) 

¶ Excel Services Application internal error - Event 2026 (SharePoint Server 2010) 

¶ Excel Services Application save failed - Event 3348 (SharePoint Server 2010) 

¶ Excel Services Application unexpected workbook failure - Event 5225 (SharePoint Server 

2010) 

¶ Excel workbook disk cache cannot be created - Event 5226 (SharePoint Server 2010) 

¶ Unable to establish connection with Excel Services Application - Events 5231  5233 

(SharePoint Server 2010) 

¶ Error communicating with Excel Services Application - Events 5231  5239  5240 (SharePoint 

Server 2010) 

¶ Excel Services Application not available - Event 5234 (SharePoint Server 2010) 

¶ Excel Unable To Delegate Credentials - Event 5243 

(http://technet.microsoft.com/library/dfa6bafd-7ea9-4542-8222-

84285a52079c(Office.14).aspx) 

¶ Excel Services Application configuration database access failed - Event 5244 (SharePoint 

Server 2010) 

¶ Max memory configured for Excel Services Application exceeded - Event 5255 (SharePoint 

Server 2010) 

¶ Excel Services Application memory allocation failed - Event 5256 (SharePoint Server 2010) 

¶ Excel Services Application not running locally - Event 5271 (SharePoint Server 2010) 

¶ Excel invalid file access method configured - Event 5557 (SharePoint Server 2010) 

¶ Excel Services Application user-defined function exception - Event 6467 (SharePoint Server 

2010) 

¶ Excel Services Application localized template file not found - Event 7924 (SharePoint Server 

2010) 

¶ Excel Services Application template file missing - Event 7925 (SharePoint Server 2010) 

¶ Excel Services Application null access violation - Event 7926 (SharePoint Server 2010) 

¶ Excel Services Application non-null access violation - Event 7927 (SharePoint Server 2010) 

¶ Excel Services Application array out of bounds - Event 7928 (SharePoint Server 2010) 

¶ Excel workbook disk cache full (SharePoint Server 2010) 
  

http://technet.microsoft.com/library/dfa6bafd-7ea9-4542-8222-84285a52079c(Office.14).aspx
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Excel unauthorized attempt to access a 
session - Event 2011 (SharePoint Server 
2010) 

Publis hed: May 12, 2010  
Alert Name:    Excel unauthorized attempt to access a session 
Event ID:    2011 
Summary:    Excel Services Application maintains individual user sessions. Sessions maintain 
state related to workbook calculations, parameters that a user sets, interactions that a user has 
with a live workbook, and data returned from a data source as a result of a data refresh 
operation. Sessions are maintained per user per workbook, and can contain private data and 
information. Sessions are available only to the user that started the session. The issue in this 
case is that a user who did not start a session attempted to access data from that session. 
Symptoms:    One or more of the following symptoms might appear: 

¶ The user that attempted to access a session that the user did not start cannot view the 

workbook. 

¶ This event appears in the event log: Event ID: 2011   Description: Unauthorized attempt to 

access session by user <username>. Session belonged to user <username of user that 

started the session>. [Session: <session id> User: <username>]. 
Cause:    A user that did not start the session attempted to request data from the session. 
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Excel Services Application internal error - 
Event 2026 (SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Excel Services Application internal error 
Event ID:    2026 
Summary:    The server for Excel Services Application is responsible for loading, refreshing, and 
recalculating workbooks, and maintaining user session state. An unexpected internal error was 
encountered by the server for Excel Services Application. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Some user sessions are interrupted and workbooks in the browser might stop responding. 

¶ This event appears in the event log: Event ID: 2026   Description: An internal error occurred. 

<error message>. 
Cause:    The Excel Services Application server experienced an unexpected failure. 
Resolution:    Restart the server computer  

¶ Excel Services Application will try to recover automatically from this event by restarting the 

service. If the System Center Operations Manager (SCOM) monitor for this event is 

triggered, the event has occurred repeatedly. To resolve the problem, restart the server that 

runs Excel Services Application. 
  



 

 19 

 

Excel Services Application save f ailed - 
Event 3348 (SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Excel Services Application save failed 
Event ID:    3348 
Summary:    The server for Excel Services Application is responsible for loading, refreshing, and 
recalculating workbooks, and maintaining user session state. The server for Excel Services 
Application failed to save a workbook file. Users may be unable to save their workbook changes. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Users may receive an error message that informs them that their changes cannot be saved 

while editing workbooks in their browser. 

¶ This event appears in the event log: Event ID: 3348   Description: Saving <URL of 

workbook> failed mid-save. [Session: <session ID> User: <username>]. 
Cause:    One or more of the following might be the cause: 

¶ The userôs permissions to edit or save files were revoked at the same time that the 

workbook was being saved. 

¶ The content database is unavailable and could not be accessed. 
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Excel Services Applica tion unexpected 
workbook failure - Event 5225 (SharePoint 
Server 2010)  

Published: May 12, 2010  
Alert Name:    Excel Services Application unexpected workbook failure 
Event ID:    5225 
Summary:    The server for Excel Services Application is responsible for loading, refreshing, and 
recalculating workbooks, and maintaining user session state. An unexpected failure occurred on 
the server for Excel Services Application and a workbook session was terminated. 
Symptoms:    One or more of the following symptoms might appear: 

¶ User sessions are dropped on Excel Services Application. This causes a workbook in the 

browser to stop responding or causes an error message to appear; for example, An error 

has occurred. 

¶ This event appears in the event log: Event ID: 5225   Description: An unexpected serious 

error occurred when executing <URL to workbook>. The workbook will be unloaded by the 

server for Excel Services Application. If this error continues to occur, an administrator should 

look at the file and verify its contents. 
Cause:   A workbook file that is in a corrupted state was loaded on the Excel Services 
Application server. 
  

 Note:  

Administrator permissions are required to perform these steps. 
  
Resolution:    Remove the affected file  

1. From the event log, note the path to the file for event ID 5225. 

2. Use the path to locate the file on the disk, or in the list of workbook files in SharePoint. 

3. Delete the file. 
Resolution:    Restart the Excel Services Application server computer  

¶ If the problem persists or occurs for numerous files or for files that were previously loading 

correctly, restart the Excel Services Application server computer. 
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Excel workbook disk cache cannot be 
created - Event 5226 (SharePoint Server 
2010) 

Published: May 12, 2010  
Alert Name:    Excel workbook disk cache cannot be created 
Event ID:    5226 
Summary:    Excel Services Application saves the workbooks it loads to a temporary cache on 
disk. In this case, a workbook disk cache cannot be created on the Excel Services Application 
server computer. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Excel Services Application fails to start. 

¶ The provisioning of the service fails. 

¶ Workbooks fail to load. 

¶ This event appears in the event log: Event ID: 5226   Description: Unable to create or 

access workbook cache at <disk location of cache>. Excel Services Application cannot 

function without a workbook cache. 
Cause:    One or more of the following might be the cause: 

1. The account that runs the application pool in which Excel Services Application runs might 

not have permissions to create a directory on the Excel Services Application server 

computer. 

2. The Excel Services Application server computer might have hard disk problems or the hard 

disk might be full. 
Resolution:    Verify that the server computer is fu nctioning and has sufficient disk space  

¶ Verify that the computer that runs the Excel Services Application server functions correctly 

and contains enough disk space. The event log message for ID 5226 identifies the disk that 

the Excel Services Application server uses. 
Resolution:    Verify that the account that runs Excel Services Application can create a 
Temp folder  

¶ Verify that the account that runs Excel Services Application has permissions to create a 

Temp folder on the server computer. Delete the existing Temp folder so that the service can 

create a new Temp folder. Use the following procedure to identify the account that runs the 

application pool in which Excel Services Application runs. 
To identify the application pool account: 

1. Click Start , click All Pro grams , click Microsoft SharePoint 2010 Products , and then click 

SharePoint Management Shell . 

2. At the command prompt, type the name of the Get-SPExcelServiceApplication Windows 

PowerShell cmdlet to obtain the name of the application pool. Note the value of the 

ApplicationPool  property that this cmdlet returns. 

3. Click the Start  button, point to Administrative Tools , and then click Internet Information 

Services (IIS) Manager . 

4. In the Connections  pane, expand the server node and then click Application Pools . 
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5. In the reading pane, in Features View, in the Identity  column, note the account for the 

application pool that you identified. 
Resolution:    Verify permissions on the workbook cache location  

¶ Verify that the account that runs the application pool in which Excel Services Application 

runs has permissions to create a directory on the Excel Services Application server 

computer. Start by indentifying the location of the workbook cache. 
To identify the workbook cache location: 

1. On the SharePoint Central Administration Web site, in the Application Management  

section, click Manage service applications  and in the Name column click the name of 

the Excel Services Application application that is affected by the problem. 

2. On the Manage Excel Services Application page, click Global  Settings  and in the 

Workbook Cache  section note the location of the workbook cache in the Workbook 

Cache Location  text box. 

3. If the Workbook Cache Location  box is empty, Excel Services Application is using the 

default location, %windir%\temp. 
To verify permissions on the workbook cache location 

1. Navigate to the parent directory for the workbook cache location. The default location is 

<OS drive>:\windows\temp. 

2. Right-click the folder and click Properties . The Properties  dialog box appears. 

3. On the Security  tab, in the Group or user names  list, verify that the account appears 

that runs the application pool in which Excel Services Application runs. Note that the 

account might be a member of a group in this list. 

4. If the application pool account is not included in the list, click Edit , and then click Add . 

5. Type the name of the account and click OK.  

6. In the Properties  dialog box, on the Security  tab, click Advanced . 

7. In the Advanced Security Settings  dialog box, select the name of the account, and 

then click Edit . 

8. In the Advanced Security Settings for <folder name>  dialog box, verify that the 

account is selected, and then click Edit . 

9. In the Permission Entry for <folder name>  dialog box, verify that all permission check 

boxes are selected for Allow , and that all permission check boxes are cleared for Deny . 

10. Click OK to close all dialog boxes. 
Resolution:    Delete old Excel Services Application folders in the workbook cache 
directory, so that the cache can be recreated  

1. Navigate to the parent directory of the workbook cache. The default location is <OS 

drive>:\windows\temp. 

2. If the directory includes an Excel Services Application folder, delete the folder. 
Resolution:    Perform an iisreset operation to restart the service  

¶ On the computer, click Start , click Run , and in the Open  text box, type iisreset  and click 

OK. 
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Unable to establish connection with Excel 
Services Application - Events 5231  5233 
(SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Unable to establish a connection with Excel Services Application 
Event ID:    5231 and 5233 
Summary:    The front-end Web application sent a request to a specific server for Excel Services 
Application and could not contact the server computer. In this case, the Web front end attempts 
to load balance to a different Excel Services Application server if another server is available. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Workbooks fail to load. 

¶ Longer load times for workbooks that succeed to load. 

¶ This event appears in the event log: Event ID: 5231   Description: The Excel Calculation 

Server <URL to server> is no longer available. Session: <session ID> User: <username>] 

¶ The following message may be shown in the event log: Event ID: 5233 Description: The 

Excel Calculation Server <URL to server> is no longer available. Session: <session ID> 

User: <username>]. 
Cause:    One or more of the following might be the cause: 

¶ The Excel Services Application server computer is turned off or is off the network. 

¶ The Excel Services Application server computer is having difficulty and is unavailable. 
Ensure the server is started and can connect to the network  

1. Ensure that the server running Excel Services Application is turned on and running. 

2. Ensure that the server running Excel Services Application is able to connect to the network 

and that you can connect to the server form another computer on the network. 

3. If the server is started and it can connect to the network and the problem is not fixed, re-

install Excel Services Application and re-add the server to the farm. 
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Error  communicating with Excel Services 
Application - Events 5231  5239  5240 
(SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Error communicating with Excel Services Application 
Event ID:    5231, 5239, and 5240 
Summary:    The front-end Web application made a request to a specific server for Excel 
Services Application and encountered an unexpected exception. This could indicate an 
intermittent problem or a problem with the specific server computer. In such a case, the Web 
front end attempts to load balance to a server computer. The Excel Services Application server 
is required to load workbooks and maintain session state for those workbooks. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Delayed load times for workbooks. 

¶ Workbooks fail to load. 

¶ This event appears in the event log: Event ID: 5231 Description: Unable to reach Excel 

Calculation Server <URL of machine> [Session: <session ID> User: <username>]. 

¶ This event appears in the event log: Event ID: 5239   Description: There was an error in 

communicating with Excel Calculation Server <URL of machine> exception: <exception 

message> [Session: <session ID> User: <username>]. 

¶ This event appears in the event log: Event ID: 5240   Description: There was an error in 

communicating with Excel Calculation Server <URL of machine> exception: <exception 

message> [Session: <session ID> User: <username>]. 
Cause:    The Excel Services Application server computer is in a non-valid state and may need 
to be restarted. 
Restart the server  

1. Before restarting, verify that this problem occurs often. It may be an intermittent problem that 

is automatically corrected and does not require you to restart the server. 

2. If the problem occurs often, restart the server running Excel Services Application. 

3. If the problem continues to occur often, and restarting the server did not correct the problem, 

confirm that the hardware of the server is functioning correctly, or reinstall Excel Services 

Application and re-add the server to the server farm. 
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Excel Services Applicat ion not available - 
Event 5234 (SharePoint Server 2010)  
Published: May 12, 2010  
Alert Name:    Excel Services Application not available 
Event ID:    5234 
Summary:    A front-end Web application computer cannot locate and send requests to the 
server for Excel Services Application. The Excel Services Application server computer is 
required to load workbooks. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Workbooks do not load on Excel Services Application server. 

¶ This event appears in the event log: Event ID: 5234   Description: No Excel Calculation 

Server is available in the farm. [User: <username>]. 
Cause:    One or more of the following might be the cause: 

¶ The Excel Services Application server computer might not be running. 

¶ Excel Services Application might not be started on the server computer. 

¶ The proxy that the front-end Web server is using might not be the default member of the 

default proxy group for Excel Services Application. 
Resolution:    Verify that the service application instance runs on the machine  

1. On the SharePoint Central Administration Web site, click System Settings . 

2. Click Manage servers in this farm . 

3. For each server that you want to run Excel Services Application, select the name of the 

server. 

4. On the Services on Server page, if Started  is not indicated for Excel Calculation Services  

in the Status  column, click Start  in the Action  column. 
Resolution:    Restart the Excel Services Application server  

¶ Restart the Excel Services Application server computer. 
Resolution:    Verify that the  proxy for the service application is the default member for 
Excel Services Application  

1. On the SharePoint Central Administration Web site, on the Quick Launch click Application 

Management , and in the Service Applications  section click Configure service 

app lication associations . 

2. On the Service Application Associations page, in the Application Proxy Group  column, for 

your Web application, click the name of the proxy group. The default name for the proxy 

group is default . 

3. In the Configure Service Application A ssociations  dialog box, if the check box for the 

Excel Services Application proxy is not selected select it. If there is more than one Excel 

Services Application proxy and the word [default]  does not appear after the name of the 

proxy you want to use, select the check box, and then click [set as default] . 

4. Click OK. 
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Excel Services Application configuration 
database access failed - Event 5244 
(SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Excel Services Application configuration database access failed 
Event ID:    5244 
Summary:    The application server for Excel Services Application failed to access the 
configuration database and might not be able to read or save any settings. All settings for Excel 
Services Application are stored in the configuration database. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Excel Services Application might fail to provision. 

¶ Excel Services Application might not start. 

¶ Excel Services Application might be interrupted and user workbooks might fail to load. 

¶ This event appears in the event log: Event ID: 5244   Description: Unexpected error when 

trying to access service settings in the SharePoint configuration database. Make sure the 

proxy for this service application is a member of the default proxy group for the active web 

application. Error =<error returned from SharePoint>. 
Cause:    One or more of the following might be the cause: 

1. Configuration database might be offline or unavailable. 

2. Permissions on the configuration database have changed, or permissions for the application 

pool account in which Excel Services Application runs have changed, and Excel Services 

Application no longer has access to the configuration database. 
  

 Note:  

You must be a member of the Farm Administrators SharePoint group to perform the following 
task. 
  
Resolution:    Grant correct permissions to the database access account  

¶ To find the database access account: 

1. On the Central Administration page, on the Quick Launch, click Security , and in the 

General Security  section click Configure service accounts . 

2. On the Service Accounts page, in the Credential Management  section, from the drop-

down list select the Service Application Pool  option for the application pool that runs 

Excel Services Application. When this option is selected, the name of the Excel Services 

Application appears in the list box below the drop-down list; for example, Excel Service 

Application. 

3. Note the account that is selected in the Select an account for this component  list, and 

click OK. 

¶ To verify that the account has correct permissions in SQL Server: 

1. Connect to the computer that runs SQL Server by using an account that has 

Administrator permissions. 

2. In SQL Server Management Studio, in the Object Explorer  navigation pane, expand the 

Security  node, and then click the Logins  node. The name of the database access 

account indicates that it is a SQL logon account ; for example, 

##MS_PolicyTsqlExecutionLogin##. 
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3. If the account exists, in the Object Explorer  navigation pane, expand the Databases  

node, expand the configuration database node (for example, WSS_Config), expand the 

Security  node, and then click Roles . 

4. Expand the Database Roles  node, right-click db_owner , and then select Properties . 

5. In the Database Roles Properties  dialog box, check whether the database access 

account is in the Members of this role  list. If the account is not listed, click Add . 

¶ To verify that Excel Services Application can read from the configuration database 

1. On the computer, click Start , click All Programs , click Microsoft SharePoint 2010 

Products , and then click SharePoint Management Shell . 

2. At the command prompt, type the Windows PowerShell cmdlet name Get-

SPExcelServiceApplication  to obtain the settings of the specified Excel Services 

Application. These settings are read from the configuration database. 
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Max memory configured for Excel Services 
Application exceeded - Event 5255 
(SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Maximum memory configured for Excel Services Application has been exceeded 
Event ID:    5255 
Summary:    Administrators of Excel Services Application can determine how much memory the 
service should use on each physical computer that runs Excel Services Application. This is an 
important setting because Excel Services Application is calculation-intensive and maintains 
state, and can require a large amount of memory. The amount of memory that the server for 
Excel Services Application can consume is specified with the MaxPrivateBytes  property. This 
problem occurs when the server consumes more memory than is allocated in this property 
setting. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Workbooks fail to load. 

¶ Users experience miscellaneous error messages; for example, An error has occurred. 

¶ Performance of workbooks is poor. 

¶ This event appears in the event log: Event ID: 5255   Description: Maximum Private Bytes 

size exceeded. Unable to complete the operation.[Session: <session ID> User: <username> 

]. 
Cause:    Excel Services Application has exceeded its MaxPrivateBytes  setting value, and 
requests to the server are being denied as a result. 
Ensure your servers have enough RAM memory to serve the number of users  

1. Ensure that your servers have enough RAM memory and that your Excel Services 

Application deployment is large enough to support your user base.  For more information, 

see Determine resource requirements to support Excel Services Application.  
Increase the MaxPrivateBytes setting  

1. On Central Administration home page, click Application Management . 

2. On the Application Management page, under Servi ce Applications , click Manage service 

applications . 

3. Click on the Excel Services Application. By default this has the name ñExcel Service 

Applicationò. 

4. On the Manage Excel Services Application page, click Global Settings . 

5. On the Excel Services Application Settings page, under Memory Utilization , type the 

number of megabytes (MB) of RAM memory that you want Excel Services Application to 

use. 

6. Click OK. 
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Excel Services Application memory 
allocation failed - Event 5256 (SharePoint 
Server 2010)  

Published: May 12, 2010 
Alert Name:    Excel Services Application memory allocation failed 
Event ID:    5256 
Summary:    The server for Excel Services Application is responsible for loading, refreshing, and 
recalculating workbooks, and maintaining user session state. The server for Excel Services 
Application failed to allocate memory. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Users cannot create sessions and so cannot view workbooks in their browser. 

¶ Existing user sessions may stop responding and cause open workbooks in the browser to 

stop responding. 

¶ This event appears in the event log: Event ID: 5256   Description: Access Memory Allocation 

failed. [Session: <session ID> User: user name] 
Cause:    One or more of the following might be the cause: 

¶ The server for Excel Services Application has reached capacity and the server cannot 

allocate more memory resources. 

¶ The server for Excel Services Application has experienced an unexpected failure and cannot 

allocate new memory. 
Resolution:    Evaluate whether serv ers are sufficient to support user load  

¶ Before you perform any corrective steps, evaluate whether you have enough Excel Services 

Application server computers to support the user load.  
Resolution:    Restart the Server Machine  

¶ Restart the Excel Services Application server computer. 
  



 

 30 

 

Excel Services Application not running 
locally - Event 5271 (SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Excel Services Application is not running locally 
Event ID:    5271 
Summary:    Excel Services Application supports the defining of load balancing between the 
Web application front end and the server for Excel Services Application. An option for load 
balancing is Local. However, this is a valid setting only if the Web front end and the server for 
Excel Services Application run on the same physical computer. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Delay in workbook load times. 

¶ This event appears in the event log: Event ID: 5271   Description: Load Balancing scheme is 

configured as Local; however local Excel Calculation Server is not running. Using default 

round robin load balancing scheme [User: <username>] 
Cause:    The load-balancing scheme is set to Local but Excel Services Application is not 
running on that Web front end computer. 
Resolution:    Change the load balancing scheme  

1. On Central Administration home page, click Application Management . 

2. On the Application Management page, under Service Applications , click Manage service 

applications . 

3. Click on the Excel Services Application. By default this has the name ñExcel Service 

Applicationò. 

4. On the Manage Excel Services Application page, click Global Settings . 

5. On the Excel Services Application Settings page, under Load Balancing , select either 

Workbook URL  or Round Robin with Health Check . 

6. Click OK. 
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Excel invalid file access method configured - 
Event 5557 (SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Excel invalid file access method configured 
Event ID:    5557 
Summary:     Excel Services Application supports two types of communication between its front-
end Web application and back-end server components: Trusted Subsystem and Delegation. The 
communication type is controlled with the Access Model setting. An Excel Services Application 
administrator can also specify how the server component retrieves files: Use the process 
account the service runs as, or impersonate the user, requesting the workbook and delegate the 
userôs credentials. This error occurs when the Access Model is set to Trusted Subsystem and 
the file access method is set to Impersonation. In this configuration, the server component is 
unable to obtain or delegate the end user's credentials because they were not delegated from 
the front-end Web application. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Failure to load workbooks. 

¶ This event appears in the event log: Event ID: 5557   Description: Failed to load <workbook 

URL> with error: 'The server is configured to use Impersonation to access workbooks but 

impersonation cannot be used when the communication between the Excel Calculation 

Server and Excel Web Access is set to use a Trusted Subsystem.' [Session: <session ID> 

User: <username>] 
Cause:    The AccessModel setting and the FileAccessMethod setting conflict. 
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Excel Services Application user -defined 
function exception - Event 6467 (SharePoint 
Server 2010)  
Published: May 12, 2010  
Alert Name:    Excel Services Application user-defined function exception 
Event ID:    6467 
Summary:    A user-defined function has thrown an exception. User-defined functions are 
custom code assemblies that are deployed to the back-end server for Excel Services Application 
and are called from an Excel Services Application front-end application. Workbooks that require 
this user-defined function might not calculate properly. The user-defined function might have to 
be fixed and redeployed to the server. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Workbooks that use this user-defined function do not calculate correctly and might display 

errors in the spreadsheet. 

¶ This event appears in the event log: Event ID: 6467   Description: An exception occurred in 

a user-defined function. Assembly=<name and path of the assembly>, class= <class that 

threw exception>, function name=< name of function>, exception text=<exception message> 
Cause:    The user-defined function code has encountered an error condition from which it 
cannot recover. 
Resolution:    Correct the user -defined function code  

¶ This error occurs when a user-defined function often throws exceptions. User-defined 

functions are not Excel Services Application product code. Use the following steps to find 

the location of the deployed assembly. 
To correct the user-defined function: 

1. Consult with the developer of the user-defined function about deployment of more robust 

error handling for the function. 

2. Deploy the updated user-defined function. Ask the developer of the user-defined 

function to save the new user-defined function assembly to the server global assembly 

cache (GAC) or file share, depending on how the assembly was deployed initially. 
To find the location of the assembly: 

1. On the SharePoint Central Administration Web site, in the Application Management  

section, click Manage service applications . 

2. In the Name column, click the name of the Excel Services Application application. In the 

Type  column Excel Services Application applications are of type Excel Services 

Application Web Service Application . 

3. On the Manage Excel Services Application page, click User Defined Function 

Assemblies . 

4. In the Assembly  column, click the user-defined function that you plan to redeploy. 

5. In the Assembly details  section, the Assembly  text box shows the path to the 

assembly, or only its strong name if the user-defined function is installed to the global 

assembly cache (GAC), under <root> \windows \assembly . Note that the Assembly 

Location  option indicates whether the assembly is in the global assembly cache or is a 

file path. 
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Excel Services Application localized 
template file not found - Event 7924 
(SharePoint Server 2010)  

Published: May 12 , 2010 
Alert Name:    Excel Services Application localized template file not found 
Event ID:    7924 
Summary:    The localized template file that Excel Services Application uses to create new 
workbooks was not found. The server might be in the process of creating new workbooks by 
using a template file of a different locale. Users that create workbooks by using Excel Services 
Application might see a workbook with the incorrect language. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Buttons with text and other UI elements in workbooks displayed by Excel Services 

Application might be in the incorrect language. 

¶ This event appears in the event log: Event ID: 7924   Description: The locale <name of 

locale> could not be found. As a result, a new workbook was created using the <path of 

workbook template> workbook template. To enable workbooks to be created for <desired 

locale>, you must install the <language pack> language pack. [Session: <session ID> User: 

<username>] 
Cause:     A localized template workbook file was not found. The localized template file was not 
correctly installed on the computer, or is corrupt. The file must be reinstalled. The easiest 
method for reinstalling the template is to repair the installation. 
Resolution:    Repair the instal lation  

¶ Run setup for Excel Services Application, select the repair installation option, and follow the 

steps in the wizard. 
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Excel Services Application template file 
missing - Event 7925 (SharePoint Server 
2010) 

Published: May 12, 2010  
Alert Name:    Excel Services Application template file missing 
Event ID:    7925 
Summary:    The template file that is used to create new workbooks by Excel Services 
Application was not found. Users might be unable to create new workbooks on the server for 
Excel Services Application until this problem is corrected. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Users are unable to create new workbooks. 

¶ This event appears in the event log: Event ID: 7925   Description: The new workbook 

template for Excel Services Application could not be found. As a result, a user was unable to 

create a new workbook. You may need to repair your installation. [Session: <session ID> 

User:<username>] 
Cause:    The new workbook template file cannot be found or read from disk. The file should be 
reinstalled. The easiest method for reinstalling the template is to repair the installation. 
Resolution:    Repair the Excel Services Application installation  

¶ Run setup for Excel Services Application, choose the repair installation option, and follow 

the steps in the wizard. 
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Excel Services Application null access 
violation - Event 7926 (SharePoint Server 
2010) 

Published: May 12, 2010  
Alert Name:    Excel Services Application null access violation 
Event ID:    7926 
Summary:    The server for Excel Services Application is responsible for loading, refreshing, and 
recalculating workbooks, and maintaining user session state. A workbook loaded on Excel 
Services Application caused a null access violation. 
Symptoms:    This event appears in the event log: Event ID: 7926   Description: Excel 
Calculation Server process tried to access a null virtual address for which it does not have 
access to. Access Type: <type of access>, Workbook Url: <URL to workbook>, Site Id: <site id> 
[Session: <session id> User:<username>] 
Cause:    A workbook with malformed input was loaded on the server. 
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Excel Services Application non -null access 
violation - Event 7927 (SharePoint Server 
2010) 

Published: May 12, 2010  
Alert Name:    Excel Services Application non-null access violation 
Event ID:    7927 
Summary:    The server for Excel Services Application is responsible for loading, refreshing, and 
recalculating workbooks, and maintaining user session state. A workbook that was loaded on 
Excel Services Application caused an access violation that was not null. These access violations 
are potential security concerns as they might cause the server to read data to which a user does 
not have access or might cause the server to execute malicious code. 
Symptoms:    One or more of the following symptoms might appear: 

¶ A user might lose an existing workbook session. This causes a userôs view of the workbook 

in the browser to stop responding or causes an error message to appear; for example, an 

error has occurred. 

¶ This event appears in the event log: Event ID: 7927   Description: Excel Calculation Server 

process tried to access a virtual address for which it does not have access to. Access Type: 

<type of access>, Workbook Url: <URL of workbook>, Site Id: <ID of site>. [Session: 

<session ID> User: <username> ] 
Cause:    A workbook with malformed input was loaded on the server. 
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Excel Services Application array out of 
bounds - Event 7928 (SharePoint Server 
2010) 

Published: May 12, 2010  
Alert Name:    Excel Services Application array out of bounds 
Event ID:    7928 
Summary:    A workbook loaded on Excel Services Application attempted to overrun the 
boundary of a memory structure and illegally access data. Multiple, different, workbooks that are 
loaded by the same user and cause this problem can indicate a security violation by that user. 
Symptoms:    This event appears in the event log: Event ID: 7928   Description: Excel Services 
Application process tried to access an array element that is out of bounds. Workbook Url: <URL 
of workbook file>, Site Id: <site>. [Session: <Id of session> User: <username>] 
Cause:    A workbook file contains invalid input and caused a memory overrun. 
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Excel workbook disk cache full (SharePoint 
Server 2010)  

Published: May 12, 2010  
Alert Name:    Excel Workbook disk cache is full 
Event ID:    No event ID 
Summary:            Excel Services Application saves workbooks it loads to a temporary cache on 
disk. The hard disk on the Excel Services Application server computer is full and Excel Services 
Application cannot save additional workbooks to that cache. 
Symptoms:  Intermittent workbook load failure. 

¶ The following event may appear in event log: Event ID: 2015 Description: Failed to load 

<workbook URL> with error: 'The workbook cache is full, or does not contain enough free 

space to load the workbook. (workbook cache size is <size in MB> MB)'. [Session: <session 

ID> User: <username>]. 

¶ The following event may appear in event log: Event ID: 2016 Description: Failed to load 

'<workbook URL> with error: 'The disk containing the workbook cache is full, or does not 

contain enough space to load the workbookô. [Session: <session ID> User: <username>]. 
Cause:  

¶ The hard disk on the server for Excel Services Application is full. 

¶ The hard disk is not full, but the workbook cache size is set to too low a value. 
Ensure there is enough disk space on the server  

¶ Ensure there is enough disk space on the server. 

¶ If disk space is running low, delete unused files or add disk space to the server. 
Increase the Maximum Size of Workbook Cache setting  

¶ On Central Administration home page, click Application Management . 

¶ On the Application Management page, under Service Applications , click Manage service 

applications . 

¶ Click the Excel Services Application. By default this has the name ñExcel Service 

Applicationò. 

¶ On the Manage Excel Services Application page, click Global Settings . 

¶ On the Excel Services Application Settings page, under Workbook Cache , type the number 

of megabytes (MB) of disk space that you want Excel Services Application to use for the 

workbook cache files in the Maximum Size of Workbook Cache  box. 

¶ Click OK. 
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InfoPath Forms Services in SharePoint 
Server 2010 knowledge articles  

Published: May 12, 2010  
The articles in this section are knowledge articles for the InfoPath Forms Services in Microsoft 
SharePoint Server 2010. Typically, you would see these articles after clicking a link in an alert in 
the Operations Manager console. You can use these articles to help you troubleshoot and 
resolve problems in InfoPath Forms Services. 
In this section: 

¶ InfoPath Forms Services business logic failed - Event 5337 (SharePoint Server 2010) 

¶ InfoPath Forms Services business logic exceeded re-entrant count - Event 5340 

(SharePoint Server 2010) 

¶ InfoPath Forms Services business logic is out of memory - Event 5342 (SharePoint Server 

2010) 

¶ InfoPath Forms Services business logic load exception - Event 5343 (SharePoint Server 

2010) 

¶ InfoPath Forms Services Web files list load failed - Event 5369 (SharePoint Server 2010) 

¶ InfoPath Forms Services postback failure - Event 5374 (SharePoint Server 2010) 

¶ InfoPath Forms Services conflicting assembly identities found - Event 5733 (SharePoint 

Server 2010) 

¶ InfoPath Forms Services business logic cannot be serialized - Event 5734 (SharePoint 

Server 2010) 

¶ InfoPath Forms Services DoS postbacks per session - Event 5736 (SharePoint Server 2010) 

¶ InfoPath Forms Services DoS actions per postback - Event 5737 (SharePoint Server 2010) 

¶ InfoPath Forms Services data adapter security error submit - Event 5758 (SharePoint Server 

2010) 

¶ InfoPath Forms Services solution cache churning - Event 5759 (SharePoint Server 2010) 

¶ InfoPath Forms Services data adapter security error query - Event 6932 (SharePoint Server 

2010) 

¶ InfoPath Forms Services solution load failure - Event 7056 (SharePoint Server 2010) 

¶ InfoPath Forms Services not working due to invalid State Service configuration - Event 7898 

(SharePoint Server 2010) 
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InfoPath Forms Services business logic 
failed - Event 5337 (SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    InfoPath Forms Services business logic failed 
Event ID:    5337 
Summary:    Users who design InfoPath form templates for InfoPath Forms Services in Microsoft 
SharePoint Server 2010 can add managed code to their forms. Errors can occur when this 
custom code is executed. 
Sympt oms:    One or more of the following symptoms might appear: 

¶ An error message appears when opening or filling out the form. 

¶ This event appears in the event log: Event ID: 5337   Description: Business logic failed due 

to an exception. (User: <UserName>, Form Name: <FormName>, Request: 

<http://servername/_layouts/Postback.Formserver.aspx>, Form ID: <FormID>, Type: 

<ExceptionType>, Exception Message: <ExceptionMessage>). 
Cause:    The form code has thrown an unhandled business logic exception. 
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InfoPath Forms Services business logic 
exceeded re -entrant count - Event 5340 
(SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    InfoPath Forms Services business logic exceeded re-entrant count 
Event ID:    5340 
Summary:    Users who design InfoPath form templates can add managed code to their forms. 
Errors can occur when this custom code is executed. 
Symptoms:    One or more of the following symptoms might appear: 

¶ An error message appears when opening or filling out the form in the browser. 

¶ This event appears in the event log: Event ID: 5340   Description: Business logic object 

model reentrance count limit was exceeded. The business logic may be in an infinite event 

recursion. (User: <UserName>, Form Name: <FormName>, Request: 

<http://servername/_layouts/Postback.Formserver.aspx>, Form ID: <FormID>) 
Cause:    One or more of the following might be the cause: 

¶ The business logic is running in an infinite loop. 

¶ The number of business logic calls for a single update in the data exceeded the maximum 

limit. 
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InfoPath F orms Services business logic is 
out of memory - Event 5342 (SharePoint 
Server 2010)  

Published: May 12, 2010  
Alert Name:    InfoPath Forms Services business logic is out of memory 
Event ID:    5342 
Summary:    Users who design InfoPath form templates can add managed code to their forms. 
Errors can occur when this custom code is executed. 
Symptoms:    One or more of the following symptoms might appear: 

¶ An error message appears when opening or filling out the form. 

¶ This event appears in the event log: Event ID: 5342   Description: A memory allocation 

made by business logic could not be satisfied. (User: <UserName>, Form Name: 

<FormName>, Request: <http://servername/_layouts/Postback.Formserver.aspx>, Form ID: 

<FormID>, Type: <ExceptionType>, Exception Message: <ExceptionMessage>) 
Cause:    An out-of-memory exception has been generated by the custom code in an InfoPath 
form template. 
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InfoPath Forms Services business logic load 
exception - Event 5343 (SharePoint Server 
2010) 

Published: May 12, 2010  
Alert Name:    InfoPath Forms Services business logic load exception 
Event ID:    5343 
Summary:    Users who design InfoPath form templates can add managed code to their forms. 
Errors can occur when this custom code is executed. 
Symptoms:    One or more of the following symptoms might appear: 

¶ An error message appears when a form is loaded. 

¶ This event appears in the event log: Event ID: 5342   Description: An exception occurred 

during loading of business logic. (User: <UserName>, Form Name: <FormName>, Request: 

<http://servername/_layouts/Postback.Formserver.aspx>, Form ID: <FormID>, Type: 

<ExceptionType>, Exception Message: <ExceptionMessage>) 
Cause:    Unhandled business logic exception occurred during form load time. 
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InfoPath Forms Services Web files list load 
failed - Event 5369 (SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    InfoPath Forms Services Web files list load failed 
Event ID:    5369 
Summary:    InfoPath Forms Services includes a file named ifsFileNames.xml. This file contains 
pointers to downloadable files, such as scripts and images for forms. 
Symptoms:    One or more of the following symptoms might appear: 

¶ IfsFileNames.xml cannot be found. 

¶ InfoPath forms cannot be opened in a Web browser. 

¶ This event appears in the event log: Event ID: 5369   Description: Failed to load product 

component ifsFileNames.xml. Web virtual root may be installed improperly. (User: 

<Username>, Request: <http://servername/_layouts/Postback.Formserver.aspx>, Type: 

<Exception Type>, Exception Message: <Exception Message>) 
Cause:  One or more of the following might be the cause: 

¶ The ifsFileNames.xml file is missing or is not valid on one or more front-end Web servers in 

the farm. 

¶ Internet Information Services (IIS) is not configured correctly. 
Resolution:    Run Office Server Setup  

¶ On the affected servers, run the Microsoft SharePoint Server Setup Wizard and select the 

Repair  option. 
Resolution:    Check the Internet Information Services configuration  

¶ If the problem persists, Internet Information Services (IIS) might not be configured correctly. 

In this case, start IIS Manager and undo any changes to the virtual directory that were made 

after Microsoft SharePoint Server was installed. 
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InfoPath Forms Services postback failure - 
Event 5374 (SharePoint Server 2010)  

Published: May 12, 2010 
Alert Name:    InfoPath Forms Services postback failure 
Event ID:    5374 
Summary:    Some form actions, such as running business logic, switching views, or submitting 
the form, require a postback to the server. An error occurred when this postback was processed 
by InfoPath Forms Services in Microsoft SharePoint Server 2010. 
Symptoms:    One or more of the following symptoms might appear: 

¶ An error message appears when filling out the form. 

¶ This event appears in the event log: Event ID: 5374   Description: There was a form 

postback error. (User: <UserName>, Form Name: <FormName>, Request: 

<http://servername/_layouts/Postback.Formserver.aspx>, Form ID: <FormID>, Type: 

<ExceptionType>, Exception Message: <ExceptionMessage>) 
Cause:    An internal server error occurred. 
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InfoPath Forms Services conflicting 
assembly identities found - Event 5733 
(SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    InfoPath Forms Services conflicting assembly identities found 
Event ID:    5733 
Summary:    InfoPath form templates can contain managed code that is stored in a business 
logic assembly. When a form template that contains managed code is deployed to a server on 
which InfoPath Forms Services runs, the business logic assembly must have a unique, strong 
name. 
Sympto ms:    One or more of the following symptoms might appear: 

¶ An error message appears during deployment of the form template on the Microsoft 

SharePoint Foundation server. 

¶ This event appears in the event log: Event ID: 5733   Description: Two business logic 

assemblies with the same identity, <AssemblyName>, exist. The following forms are 

associated with the assemblies: <FormName1>, <FormName2>. The server should never 

be in this state since each business logic assembly must have a unique identity. One of the 

forms and its associated assembly should immediately be removed. (User: <UserName>, 

Request: <http://servername/_layouts/Postback.Formserver.aspx>) 
Cause:    A form template was deployed that contains a managed code assembly that conflicts 
with another managed code assembly that has been deployed. 
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InfoPath Forms Services business logic 
cannot be serialized - Event 5734 
(SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    InfoPath Forms Services business logic cannot be serialized 
Event ID:    5734 
Summary:    In InfoPath Forms Services in Microsoft SharePoint Server 2010, the FormState 
property bag provides a way to maintain business logic state across multiple server postbacks. 
For example, in a particular method in business logic, local variables can be persisted in the 
FormState property bag for multiple postbacks. All objects stored in the property bag must be 
capable of being serialized. 
Symptoms:    One or more of the following symptoms might appear: 

¶ An error occurs when executing custom code in the form. 

¶ This event appears in the event log: Event ID: 5734   Description: Cannot persist business 

logic type <ObjectType> because it is not serializable. (User: <UserName>, Form Name: 

<FormName>, Request: <http://servername/_layouts/Postback.Formserver.aspx>, Form ID: 

<FormID>) 
Cause:    Business logic in a form template attempted to store a non-serializable type in the 
FormState property bag. 
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InfoPath Forms Services DoS postbacks per 
session - Event 5736 (SharePoint Server 
2010) 

Published: May 12, 2010 
Alert Name:    InfoPath Forms Services DoS postbacks per session 
Event ID:    5736 
Summary:    Some InfoPath form controls, actions, and features require the browser to 
communicate with the server during a form session. This exchange of data during the session is 
called a postback, and usually occurs when a form feature has to send data to the server for 
processing. Unnecessary postbacks impose an additional load on both the browser and the 
server. To protect the server, a threshold is set for the maximum number of postbacks per 
session. This limits the number of postbacks that can be executed during a single session when 
a user is filling out a form, and prevents malicious users from trying to bring down the server. 
A user has exceeded the threshold that was set for the number of postbacks allowed per form 
session. When this condition occurs, the user session is stopped to protect the server. 
Symptoms:    The following message may appear in the event log: Event ID: 5736   
DescriptionNumber of postbacks, <integer>, has exceeded <integer>, the maximum allowable 
value per session. This value is configurable and can be changed by the administrator. (User: 
<UserName>, Form Name: <FormName>, Request: 
<http://servername/_layouts/Postback.Formserver.aspx>, Form ID: <FormID>) 
Cause:    One or more of the following might be the cause: 

¶ A user has tried a denial of service (DoS) attack against a server on which InfoPath Forms 

Services in Microsoft SharePoint Server 2010 runs. 

¶ The number of postbacks allowed per InfoPath form session state is too low. 
Resolution:    Check the server logs for signs of a DoS attack  

¶ Search the Windows event log and the Internet Information Services (IIS) logs for indications 

of a DoS attack. If this is a DoS attack and if an administrator-approved form template is 

affected, remove the form template from the site collection or deactivate the form template. 
To check the Windows event log: 

1. Open the Windows Event Viewer. 

2. Search for event ID 5736 in the Windows application event log. 

3. In the event description, check the Form ID. If there are multiple events for the same 

form ID, this might indicate that a malicious user has deployed a form that is causing 

many postbacks in an attempt to bring down the server. 
To check the IIS logs: 

1. Go to \inetpub\logs to review the IIS logs. 

2. The Internet Information Services (IIS) log entries can be correlated to the event log 

information. If many GET requests for a specific form are in the IIS log and if this form is 

also causing many postbacks, which are being logged, a DoS attack might be in 

progress. 

3. The IIS log entries also contain the IP address of the machine that sent the request. 
To deactivate a form template from a site collection: 
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1. On the SharePoint Central Administration Web site, on the Quick Launch click General 

Application Settings , and in the InfoPath Forms Services  section click Manage form 

templates . 

2. In the list of form templates click the form template that you want to deactivate, and in 

the drop-down list click Deactivate from a Site Collection . 

3. On the Deactivate Form Template: <template> page, in the Deactivation Location  

section, select the site collection and then click OK. 
To remove a form template completely: 

1. On the Central Administration page, on the Quick Launch, click General Application 

Settings  and in the InfoPath Forms Services  section click Manage form templates . 

2. In the list of form templates click the form template that you want, and in the drop-down 

list click Remove Form . 
Resolution:    Increase the number of postbacks allowed per session  

1. On the Central Administration page, on the Quick Launch, click General Application 

Settings  and in the InfoPath Forms Services  section click Configure InfoPath Forms 

Services . 

2. In the Thresholds  section, increase the value for number of postbacks allowed per session. 

 Note:  

Increasing the value of this setting can adversely affect server performance and increase the risk 
of DoS attacks on the server. 
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InfoPath Forms Services DoS actions per 
postback - Event 5737 (SharePoint Server 
2010) 

Published: May 1 2, 2010 
Alert Name:    InfoPath Forms Services DoS actions per postback 
Event ID:    5737 
Summary:    InfoPath Forms Services forms record every action in a temporary event log that is 
stored in the browser client. When a server postback is necessary, the recorded log data is sent 
and the actions are replayed on the server. A postback is triggered when a user updates a form 
or performs an action that requires a postback, such as running business logic or submitting the 
form. To prevent InfoPath Forms Services from dedicating too much time to a single postback, a 
threshold setting for the maximum number of actions per postback is defined on the server. This 
setting limits the number of actions that can be replayed on the server in a single postback and 
prevents malicious users from creating their own event logs and bringing down the server. 
A user has exceeded the threshold set for the number of form actions allowed per postback. 
When this occurs, InfoPath Forms Services terminates the user session in order to protect the 
server. 
Symptoms:    The following message may appear in the event log: Event ID: 5737   Description: 
Number of form actions, <integer>, has exceeded <integer>, the maximum allowable value per 
request. This value is configurable and can be changed by the administrator. (User: 
<UserName>, Form Name: <FormName>, Request: 
<http://servername/_layouts/Postback.Formserver.aspx>, Form ID: <FormID>) 
Cause:    One or more of the following might be the cause: 

¶ A user has attempted a denial of service (DoS) attack against a server on which InfoPath 

Forms Services runs. 

¶ The number of actions allowed per postback is too low. 
Resolution:    Check the Windows event log for signs of a DoS attack  

¶ Search the Windows event log for signs of a DoS attack. If this is a DoS attack and if an 

administrator-approved form template is affected, remove the form template from the site 

collection or deactivate the form template. 
To check the Windows event log: 

1. Open the Windows Event Viewer. 

2. Search for event ID 5737 in the Windows application event log. 

3. In the event description, check the Form ID. If there are multiple events for the same 

form ID, this might indicate that a malicious user has deployed a form that has many 

actions per postback in an attempt to bring down the server. 
To deactivate a form template from a site collection: 

1. On the SharePoint Central Administration Web site, on the Quick Launch, click General 

Application Settings  and in the InfoPath Forms Services  section click Manage form 

templates . 

2. In the list of form templates click the form template that you want to deactivate, and in 

the drop-down list click Deactivate from a Site Collection . 
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3. On the Deactivate Form Template: <template> page, in the Deactivation Location  

section, select the site collection and click OK. 
To remove a form template completely: 

1. On the Central Administration page, on the Quick Launch, click General Application 

Settings  and in the InfoPath Forms Services  section click Manage form templates . 

2. In the list of form templates click the form template that you want, and in the drop-down 

list click Remove Form . 
Resolution:    Increase the number of actions allowed per postback  

1. On the Central Administration page, on the Quick Launch, click General Application 

Settings  and in the InfoPath Forms Services  section click Configure InfoPath Forms 

Services . 

2. In the Thresholds  section, increase the value for number of postbacks allowed per session. 

 Note:  

Increasing the value of this setting can adversely affect server performance and increase the risk 
of DoS attacks on the server. 
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InfoPath Forms Services data adapter 
security error submit - Event 5758 
(SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    InfoPath Forms Services data adapter security error submit 
Event ID:    5758 
Summary:    InfoPath form templates can contain connections to external data sources. An error 
occurs if the security settings are not configured to allow connections to data sources on 
different domains. 
Symptoms:    One or more of the following symptoms might appear: 

¶ An error message appears stating that the form cannot be submitted. 

¶ This event appears in the event log: Event ID: 5758   Description: The form could not be 

submitted to <DataSource> because this action would violate cross-domain security 

restrictions. To allow this data connection for administrator-approved forms, enable full trust 

for the form template, or add the connection to a data connection library. For user forms, 

cross-domain connections must be enabled in SharePoint Central Administration, and all 

connections must be in a data connection library. For more information, please see the 

security documentation for InfoPath Forms Services. (User: <UserName>, Form Name: 

<FormName>, Request: <http://servername/_layouts/Postback.Formserver.aspx>, Form ID: 

<FormID>, Type: <ExceptionType>, Exception Message: <ExceptionMessage>) 
Cause:  One or more of the following might be the cause: 

¶ The form template security level is not set to full trust. 

¶ The form template data connections are not defined in a data connection file. 

¶ Cross-domain data access for user form templates is disabled in Central Administration. 
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InfoPath Forms Services solution cache 
churning - Event 5759 (SharePoint Server 
2010) 

Published: May 12, 2010  
Alert Name:    InfoPath Forms Services solution cache churning 
Event ID:    5759 
Summary:    InfoPath Forms Services uses the ASP.NET cache to cache form templates when 
the form templates are first loaded on a front-end Web server. When the in-memory cache is full, 
the ASP page releases system memory and form templates are reloaded. This churning could 
indicate high memory pressure and performance that is less than optimal. 
Symptoms:    One or more of the following symptoms might appear: 

¶ InfoPath forms take longer than usual to open in the Web browser. 

¶ This event appears in the event log: Event ID: 5759   Description: Form templates in the 

InfoPath Forms Services in-memory cache are being reloaded frequently. This could 

indicate high memory pressure and suboptimal performance. 
Cause:    One or more of the following might be the cause: 

¶ Low-memory conditions exist or a form is consuming a large amount of memory. 

¶ Microsoft SQL Server is running on a front-end Web server. 
Resolution:    Restart Internet Information Services  

¶ In a Command Prompt window, type iisreset /noforce <computername> . 
Resolution:    Install product updates  

¶ Check Windows Update for updates and install the available product updates. 
Resolution:    Check SQL Server installation  

¶ If you run SQL Server on a SharePoint Server front-end Web server ð for example, in a 

single-server evaluation deployment ð the ASP.NET cache releases system memory at a 

lower threshold than SQL Server, which could result in InfoPath Forms Services memory 

starvation. 

¶ To mitigate this issue, configure SQL Server memory limits manually when SQL Server is 

installed on the same computer as SharePoint Server 2010. For more information, see 

Server memory options(http://go.microsoft.com/fwlink/?LinkId=160542). 
Resolution:    Upgrade hardware  

¶ If all previous resolutions do not result in improved form performance, the problem might be 

hardware-related. Verify that the current server has adequate memory. Upgrade the memory 

if necessary. 
  
 

http://go.microsoft.com/fwlink/?LinkId=160542
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InfoPath Forms Services data adapter 
security error query - Event 6932 
(SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    InfoPath Forms Services data adapter security error query 
Event ID:    6932 
Summary:    InfoPath Forms Services in Microsoft SharePoint Server 2010 form templates can 
contain connections to external data sources. An error can occur if the security settings are not 
configured to allow connections to data sources on different domains. 
Symptoms:    One or more of the following symptoms might appear: 

¶ An error message stating that the form could not retrieve data from a data source. 

¶ This event appears in the event log: Event ID: 6932   Description: The form could not 

retrieve data from <DataSource> because it would violate cross-domain restrictions. To 

allow this connection for administrator-approved form templates, enable full trust for the form 

template, or add the connection to a data connection library.  For user form templates, 

cross-domain connections must be enabled in SharePoint Central Administration, and all 

connections must be in a data connection library.  For more information, please see the 

security documentation for InfoPath Forms Services. (User: <UserName>, Form Name: 

<FormName>, Request: <http://servername/_layouts/Postback.Formserver.aspx>, Form ID: 

<FormID>, Type: <ExceptionType>, Exception Message: <ExceptionMessage>) 
Cause:    One or more of the following might be the cause: 

¶ The form template security level is not set to full trust. 

¶ The form template data connections are not defined in a data connection file. 

¶ Cross-domain data access for user form templates is disabled in SharePoint Central 

Administration. 
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InfoPath Forms Services solution load 
failure - Event 7056 (SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    InfoPath Forms Services solution load failure 
Event ID:    7056 
Summary:    Users can open and fill out InfoPath forms in a Web browser. A form template could 
not be loaded by InfoPath Forms Services in Microsoft SharePoint Server 2010. 
Symptoms :   One or more of the following symptoms might appear: 

¶ An error message appears when opening an InfoPath form in a Web browser. 

¶ This event appears in the event log: Event ID: 7056   Description: The form template failed 

to load. (User: <UserName>, Form Name: <FormName>, Request: 

<http://servername/_layouts/Postback.Formserver.aspx>, Form ID: <FormID>, Type: 

<ExceptionType>, Exception Message: <ExceptionMessage>) 
Cause:    An internal server error occurred when the form template was loaded. 
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InfoPath Form s Services not working due to 
invalid State Service configuration - Event 
7898 (SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    State Service not configured for InfoPath Forms Service 
Event ID:    7898 
Summary:    InfoPath Forms Services is not functional because the Microsoft SharePoint Server 
State Service configuration is not valid. 
Symptoms:    One or more of the following symptoms appears: 

¶ InfoPath forms cannot be opened in a Web browser. 

¶ Workflow forms cannot be opened in a Web browser. 

¶ An error message appears when a form is loaded that states that the form cannot be 

rendered. 

¶ This event appears in the event log: Event ID: 7898  Description: Microsoft SharePoint State 

Service is not configured correctly and cannot respond to requests. InfoPath Forms Services 

relies on Microsoft SharePoint State Service to function correctly. Check the SharePoint 

Maintenance Engine rules in SharePoint Central Administration for issues with Microsoft 

SharePoint State Service configuration. 
Cause:    The State Service, an InfoPath Forms Services dependency, is not configured correctly 
or is not associated with the Web application that hosts InfoPath forms. 
Resolution:    Create a State Service application by using Windows PowerShell  

1. Verify that you meet the following minimum requirements: See Add -SPShellAdmin . 

2. On the Start  menu, click All Programs . 

3. Click Microsoft SharePoint 2010 Products . 

4. Click SharePoint 2010 Management Shell . 

5. At the Windows PowerShell command prompt (PS C:\>), type the following command, and 

then press ENTER: 
$serviceApp = New - SPStateServiceApplication - Name "State Service"  
To create a State Service database and associate it with the service application, type the 
following command, and then press ENTER: 
New- SPStateServiceDatabase - Name "StateServ iceDatabase" - ServiceApplication 
$serviceApp  
To create a State Service application proxy in the farm's default proxy group, and associate 
it with the service application, type the following command, and then press ENTER: 
New- SPStateServiceApplicationProxy - Name "State Service" - ServiceApplication 
$serviceApp - DefaultProxyGroup  

For more information, see New-SPStateServiceApplication 
(http://technet.microsoft.com/library/d9fe0940-2f01-45be-be77-905b8589e1a4(Office.14).aspx), 
New-SPStateServiceDatabase (http://technet.microsoft.com/library/221e439c-c501-4d4c-9d8a-
171a01e67e25(Office.14).aspx) and New-SPStateServiceApplicationProxy 
(http://technet.microsoft.com/library/f20db78d-5f88-4ac1-85d8-5a2809bacefb(Office.14).aspx). 
Resolution:    Associate a State Service proxy with the Web application  

http://technet.microsoft.com/library/d9fe0940-2f01-45be-be77-905b8589e1a4(Office.14).aspx
http://technet.microsoft.com/library/221e439c-c501-4d4c-9d8a-171a01e67e25(Office.14).aspx
http://technet.microsoft.com/library/f20db78d-5f88-4ac1-85d8-5a2809bacefb(Office.14).aspx
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1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group. 

2. On the Central Administration Home page, click Application Management . 

3. On the Application Management page, in the Service Applications  section, click Manage 

Web Applications . 

4. On the Manage Web Applications page, click the name of the Web application, and then 

click Service Connections . 

5. Select the State Service Proxy  check box. 
If a State Service Proxy is not listed, create a State Service application, a State Service 
database, and a State Service proxy. 

Resolution:    Create a State Service application by using the Farm Configuration Wiz ard  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group. 

2. On the Central Administration Home page, click Configuration Wizards . 

3. On the Configuration Wizards page, click Launch the Farm Configuration Wi zard . 

4. Ensure that State Service  check box is selected, and then finish the Farm Configuration 

Wizard. 
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Managed Metadata services in SharePoint 
Server 2010 knowledge articles  

Published: May 12, 2010  
The articles in this section are knowledge articles for the Managed Metadata service. Typically, 
you would see these articles after clicking a link in an alert in the Operations Manager console. 
You can use these articles to help you troubleshoot and resolve problems with the Managed 
Metadata service in Microsoft SharePoint Server 2010. 
In this section: 

¶ Disk-based cache misconfigured - Event 5787 (SharePoint Server 2010) 

¶ Metadata Service is unavailable - Event 8088 (SharePoint Server 2010) 

¶ Disk-based cache at critical capacity (SharePoint Server 2010) 

¶ Disk-based cache flushing (SharePoint Server 2010) 

¶ Disk-based cache is compacting (SharePoint Server 2010) 
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Disk -based cache misconfigured - Event 
5787 (SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Disk-based cache misconfigured 
Event ID:    5787 
Summary:    To save time accessing frequently used static files, Microsoft SharePoint Server 
2010 uses the disk-based cache to store these files on the disk of the front-end Web server 
instead of accessing these files directly from the database server. Farm administrators can 
configure settings for the cache by modifying the Web.config file on each front-end Web server. 
This alert indicates that the configuration settings of the disk-based cache are not valid. 
Symptoms:    The following event appears in the event log: Event ID: 5787 Description: Unable 
to connect publishing blob caching.  Web.Config is not set up correctly.  Cache is not valid.  
WebId is '<webid>', Url is '<url>'. 
Cause:    The configuration settings of the disk-based cache are not valid. 
Resolution:    Correct the configuration settings in the Web.config file  

1. For information about how to configure the Web.config file, see Configure cache settings for 

a Web application (SharePoint Server 2010) (http://technet.microsoft.com/library/478be4b7-

1480-4f97-87c5-b18cd2436bce(Office.14).aspx). 
  

http://technet.microsoft.com/library/478be4b7-1480-4f97-87c5-b18cd2436bce(Office.14).aspx
http://technet.microsoft.com/library/478be4b7-1480-4f97-87c5-b18cd2436bce(Office.14).aspx
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Metadata  Service is unavailable - Event 8088 
(SharePoint Server 2010)  
Published: May 12, 2010  
Alert Name:    Metadata Service is unavailable 
Event ID:    8088 
Summary:    The managed metadata service provides access to one term store and the term 
sets that it contains, or it provides content types from a content type syndication hub. 
Symptoms:    One or more of the following symptoms might appear: 

¶ The term store management tool displays an error that indicates that the term store is not 

available. 

¶ Managed metadata controls and enterprise keyword controls may appear disabled. 

¶ This event might appear in the event log: Event ID: 8088  Description: The Managed 

Metadata Service '<Service>' is inaccessible. 
Cause:    This can occur if the server is offline or the managed metadata service is not started or 
has been disabled. The service might not start if the application pool account does not have 
sufficient permissions to the term store. 
Resolution:    Verify the application pool account permissions  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group. 

2. On the Central Administration Home page, click Application Management . 

3. On the Application Management page, in the Service Applications  section, click Manage 

service application s. 

4. On the Service Applications page, in the Type  column, click the managed metadata service 

application, and then click Properties . 

5. In the Create New Managed Metadata Service  dialog box, in the Application Pool  

section, record the name of the application pool and the application pool account name. 

6. Click Cancel . 

7. Log on as a member of the local Administrators group. 

8. In Central Administration, on the Service Applications page, in the Type  column, click the 

managed metadata service application, and then click Permissions . 

9. Confirm that the account that you recorded in step 5 has one of the following permissions: 

¶ Read Access to Term Store 

¶ Read and Restricted Write Access to Term Store 

¶ Full Access to Term Store 

Other Resources  
Grant permission to access the managed metadata service 
(http://technet.microsoft.com/library/631ccca6-a1c9-4999-b0c0-2025610e7f4c(Office.14).aspx) 
Managed metadata overview (http://technet.microsoft.com/library/e580fcae-b768-4b81-afda-
c037fbd7bd6d(Office.14).aspx) 
  

http://technet.microsoft.com/library/631ccca6-a1c9-4999-b0c0-2025610e7f4c(Office.14).aspx
http://technet.microsoft.com/library/e580fcae-b768-4b81-afda-c037fbd7bd6d(Office.14).aspx
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Disk -based cache at critical capacity 
(SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Disk-based cache at critical capacity 
Event ID:    None 
Summary:    To save time accessing frequently used static files, Microsoft SharePoint Server 
2010 uses the disk-based cache to store these files on the disk of the front-end Web server 
instead of accessing these files directly from the database server. Farm administrators can 
configure settings for the cache by modifying the Web.config file on each front-end Web server. 
This alert indicates that the disk-based cache is too full to serve files efficiently. When the disk-
based cache is full, it will start compacting ð that is, removing files from the cache to free up 
space. Compacting is a resource-intensive process that might affect the performance of the 
front-end Web server. 
Symptoms:    The Blob Cache fill ratio  performance counter threshold has been exceeded. 
Cause:    The configured size for the disk-based cache is smaller than the total size of frequently 
accessed files for the Web application. 
Resolution:    Increase the size of the disk -based cache  

1. For information about how to configure the Web.config file, see Configure cache settings for 

a Web application (SharePoint Server 2010) (http://technet.microsoft.com/library/478be4b7-

1480-4f97-87c5-b18cd2436bce(Office.14).aspx). 
Resolution:    Manually flush the disk -based cache by using Windows PowerShell  

1. Verify that you meet the following minimum requirements: See Add -SPShellAdmin . 

2. On the Start  menu, click All Programs . 

3. Click Microsoft SharePoint 2010 Products . 

4. Click SharePoint 2010 Management Shell . 

5. At the Windows PowerShell command prompt, type the following command: 
Add- PSSnapin Microsoft.SharePoint. Powershell  
Write - Host "Flush the Blob Cache for the application containing the specified site 
collection"  
$site = Get - SPSite - Identity <URL> 
[System.Reflection.Assembly]::LoadWithPartialName("Microsoft.SharePoint.Publishing")  
Write - Host "Flushing..."  
[Micr osoft.SharePoint.Publishing.PublishingCache]::FlushBlobCache($site.WebApplication)  
Write - Host "Flushed Cache for:" $site.WebApplication  

Where: 

¶ <URL> is the URL in the event details. 
Resolution:    Change the file types to be stored by the disk -based cache  

1. For information about how to configure the Web.config file, see Configure cache settings for 

a Web application (SharePoint Server 2010) (http://technet.microsoft.com/library/478be4b7-

1480-4f97-87c5-b18cd2436bce(Office.14).aspx) 
  

http://technet.microsoft.com/library/478be4b7-1480-4f97-87c5-b18cd2436bce(Office.14).aspx
http://technet.microsoft.com/library/478be4b7-1480-4f97-87c5-b18cd2436bce(Office.14).aspx
http://technet.microsoft.com/library/478be4b7-1480-4f97-87c5-b18cd2436bce(Office.14).aspx
http://technet.microsoft.com/library/478be4b7-1480-4f97-87c5-b18cd2436bce(Office.14).aspx
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Disk -based cache flushing (SharePoint 
Server 2010)  

Published: May 12, 2010  
Alert Na me:    Disk-based cache flushing 
Event ID:    None 
Summary:    To save time accessing frequently used static files, Microsoft SharePoint Server 
2010 uses the disk-based cache to store these files on the disk of the front-end Web server 
instead of accessing these files directly from the database server. Farm administrators can 
configure settings for the cache by modifying the Web.config file on each front-end Web server. 
This alert indicates that a user or administrator has made a change that caused some of the 
disk-based cache contents to become invalid. This will initiate the process of cache flushing, 
which is removing a large set of items from the cache. Flushing is a resource-intensive process 
that can affect the performance of the front-end Web server. When the flushing process is 
finished, the performance of the front-end Web server will return to normal. 
  

 Tip:  

If you want to reduce the frequency of the flushing processes, you can perform one or more of 
the resolutions in this article. You can also ensure that users or administrators are not making 
changes that might invoke a cache flush process during peak usage hours. 
  
Symptoms:    The Blob cache flushes / second  performance counter threshold has been 
exceeded. 
Cause:    A user or administrator made a change that caused the cached contents to become 
invalid. Examples include modifying content types of cached items, updated the schema of lists, 
or changing permissions on a list or library. 
Resolution:    Change the file types to be stored by the disk -based cache  

1. For information about how to configure the Web.config file, see Configure cache settings for 

a Web application (SharePoint Server 2010) (http://technet.microsoft.com/library/478be4b7-

1480-4f97-87c5-b18cd2436bce(Office.14).aspx) 
  

http://technet.microsoft.com/library/478be4b7-1480-4f97-87c5-b18cd2436bce(Office.14).aspx
http://technet.microsoft.com/library/478be4b7-1480-4f97-87c5-b18cd2436bce(Office.14).aspx
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Disk -based cache is compacting (SharePoint 
Server 2010)  
Published: May 12, 2010 
Alert Name:  Disk-based cache is compacting 
Event ID:  None 
Summary:    To save time accessing frequently used static files, Microsoft SharePoint Server 
2010 uses the disk-based cache to store these files on the disk of the front-end Web server 
instead of accessing these files directly from the database server. Farm administrators can 
configure settings for the cache by modifying the Web.config file on each front-end Web server. 
This alert indicates that the disk-based cache is too full to serve files efficiently and is currently in 
the process of compacting ð that is, removing files from the cache to free up space. 
Compacting is a resource-intensive process that can affect the performance of the front-end 
Web server. When the compacting process is finished, the performance of the front-end Web 
server will return to normal.  
  

 Tip:  

If you want to reduce the frequency of the compacting processes, you can perform one or more 
of the resolutions in this article. 
  
Symptoms:    The Total number of cache compactions  performance counter threshold has 
been exceeded. 
Cause:    The disk-based cache has reached its maximum size. 
Resolution:    Increase the size of the disk -based cache  

1. For information about how to configure the Web.config file, see Configure cache settings for 

a Web application (SharePoint Server 2010) (http://technet.microsoft.com/library/478be4b7-

1480-4f97-87c5-b18cd2436bce(Office.14).aspx). 
Resolution:    Manually flush the disk -based cache by using Windows PowerShell  

1. Verify that you meet the following minimum requirements: See Add -SPShellAdmin . 

2. On the Start  menu, click All Programs . 

3. Click Microsoft SharePoint 2010 Products . 

4. Click SharePoint 2010 Management Shell . 

5. At the Windows PowerShell command prompt, type the following command: 
Add- PSSnapin Microsoft.SharePoint.Powershell  
Write - Host "Flush the Blob  Cache for the application containing the specified site 
collection"  
$site = Get - SPSite - Identity <URL> 
[System.Reflection.Assembly]::LoadWithPartialName("Microsoft.SharePoint.Publishing")  
Write - Host "Flushing..."  
[Microsoft.SharePoint.Publishing.Publishin gCache]::FlushBlobCache($site.WebApplication)  
Write - Host "Flushed Cache for:" $site.WebApplication  

Where: 

¶ <URL> is the URL in the event details. 
Resolution:    Change the file types to be stored by the disk -based cache  

1. For information about how to configure the Web.config file, see Configure cache settings for 

a Web application (SharePoint Server 2010) (http://technet.microsoft.com/library/478be4b7-

1480-4f97-87c5-b18cd2436bce(Office.14).aspx). 

http://technet.microsoft.com/library/478be4b7-1480-4f97-87c5-b18cd2436bce(Office.14).aspx
http://technet.microsoft.com/library/478be4b7-1480-4f97-87c5-b18cd2436bce(Office.14).aspx
http://technet.microsoft.com/library/478be4b7-1480-4f97-87c5-b18cd2436bce(Office.14).aspx
http://technet.microsoft.com/library/478be4b7-1480-4f97-87c5-b18cd2436bce(Office.14).aspx
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PerformancePoint Services in SharePoint 
Server 2010 knowledge articles  

Published: May 12, 2010  
The articles in this section are knowledge articles for PerformancePoint Services in Microsoft 
SharePoint Server 2010. Typically, you would see these articles after clicking a link in an alert in 
the Operations Manager console. You can use these articles to help you troubleshoot and 
resolve problems in PerformancePoint Services. 
In this section: 

¶ PerformancePoint Services - login failed - Events 5  6  37  45 (SharePoint Server 2010) 

¶ PerformancePoint Services - Service unavailable - Events 33  39 (SharePoint Server 2010) 

¶ PerformancePoint Services - Database Connection Failed - Event 34 (SharePoint Server 

2010) 
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PerformancePoint  Services - login failed - 
Events 5  6  37  45 (SharePoint Server 2010)  
Published: May 12, 2010  
Alert Name:    Performance Point-login failed 
Event ID:    5, 6, 37, and 45 
Summary:    PerformancePoint Services in Microsoft SharePoint Server 2010 uses an 
unattended service account for data connectivity integration. PerformancePoint Services uses 
this account to access data sources on behalf of the user who is running or creating a 
dashboard. When the user creates a data source and does not select Per-user Ident ity  for 
authentication, the data source connection will run as the unattended service account. 
Symptoms:    One or more of the following events appears in the event log: 

¶ Event ID: 5  Description: Shared account is misconfigured. 

¶ Event ID: 6  Description: Data source shared account is misconfigured. 

¶ Event ID: 37  Description: Data Source cannot get Windows identity. 

¶ Event ID: 45  Description: Get unattended service account password failed. 
Cause:  One or more of the following might be the cause: 

¶ The unattended service account is set to an account that is not valid or is configured 

incorrectly. 

¶ The Secure Store is not accessible. For more information about resolving this problem, see 

Secure Store could not retrieve master encryption key - Event 7535 (SharePoint Server 

2010). 
Resolution:    Confirm the unattended service account settings  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group. 

2. On the Central Administration Home page, click Application Management . 

3. On the Application Management page, in the Service Applications  section, click Manage 

service applications . 

4. On the Manage Service Applications page, click the name of the PerformancePoint Services 

service application.  

5. On the Manage PerformancePoint Services page, click PerformancePoint Service 

Application Settings . 

6. On the PerformancePoint Service Application Settings page, verify that the user account is 

correct by typing a domain user name and password in the Secure Store and Unattended 

Service Account  section, and then clicking OK. 
Resolution:    Confirm the application pool account  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group. 

2. On the Central Administration Home page, click Application Management . 

3. On the Application Management page, in the Service Applications  section, click Manage 

service applications . 

4. On the Manage Service Applications page, select the name of the PerformancePoint 

Services service application, and then click Properties  in the ribbon.  

5. On the Edit PerformancePoint Service Application page, in the Application Pool  section, 

verify that the application pool account is correct. 
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PerformancePoint Services - Service 
unavailable - Events 33  39 (SharePoint 
Server 2010)  

Published: May 12, 2010  
Alert Name:    PerformancePoint Services service unavailable 
Event ID:    33 and 39  
Summary:    The PerformancePoint Services in Microsoft SharePoint Server 2010 service is 
unavailable. 
Symptoms:    One or more of the following symptoms appears: 

¶ Users receive error messages saying that PerformancePoint Services is unavailable or 

cannot be found. 

¶ The application pool appears as stopped in Internet Information Services (IIS) Manager. 

¶ This event appears in the event log: Event ID: 33  Description: Service application is not 

configured for Web Application. 

¶ This event appears in the event log: Event ID: 39  Description: Service application is 

unavailable. 
Cause:    One or more of the following might be the cause: 

¶ The application pool has not been started. 

¶ The password for the application pool service account has changed. 

¶ There is an internal service error. 
Resolution:    Start the application pool  

1. In IIS Manager, connect to the application server. 

2. Expand the server node, and then click Application Pools . 

3. Ensure that the PerformancePoint Services application pool is started. If it is not, right-click 

the name of the application pool, and then click Start . 
If the application pool is started, right-click the name of the application pool, and then click 
Recycle . 

4. If the application pool does not start, follow the steps in "Resolution: Verify the application 

pool account," later in this article, and then repeat these steps to start the application pool. 
Resolution:    Verify the application pool account  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group. 

2. On the Central Administration Home page, click Application Management . 

3. On the Application Management page, in the Service Applications  section, click Manage 

service applications . 

4. On the Manage Service Applications page, select the name of the PerformancePoint 

Services service application, and then click Properties  in the ribbon.  

5. On the Edit PerformancePoint Service Application page, in the Application Pool  section, 

make a note of the name of the application pool. This information will be used later in this 

procedure. 

6. In IIS Manager, connect to the application server. 

7. Expand the server node, and then click Applicat ion Pools . 



 

 67 

8. Right-click the name of the application pool that you recorded in step 5, and then click 

Advanced Settings . 

9. In the Advanced Settings  dialog box, under Process Model , click the ellipsis next to the 

Identity  account. 

10. In the Application Pool Identi ty  dialog box, click Set. 

11. In the Set Credentials  dialog box, type the domain account name and password, confirm 

the password, and then click OK. 

12. In the Application Pool Identity  dialog box, click OK. 

13. In the Advanced Properties  dialog box, click OK. 
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PerformancePoint Services - Database 
Connection Failed - Event 34 (SharePoint 
Server 2010)  

Published: May 12, 2010  
Alert Name:    PerformancePoint Services database connection failed 
Event ID:    34  
Summary:    The PerformancePoint Services in Microsoft SharePoint Server 2010 service 
requires access to a database to store annotations, temporary information, and filters. 
Symptoms:    One or more of the following symptoms appears: 

¶ Users cannot navigate reports, render scorecards, or navigate OLAP views. 

¶ The application pool appears as stopped in Internet Information Services (IIS) Manager. 

¶ This event might appear in the event log: Event ID: 34  Description: Store cannot connect to 

database. 
Cause:    One or more of the following might be the cause: 

¶ The password for the application pool service account was changed, or the account is not 

the correct one. 

¶ The PerformancePoint Services database is corrupted, or it was deleted and restored from a 

backup database. 
Resolution:    Ensure that the application pool identity has the correct SQL Server 
permissions  

1. Verify that the user account that is performing this procedure is a member of the SQL Server 

db_owner  fixed database role for the PerformancePoint Services database. 

2. Open SQL Server Management Studio and connect to the database server. 

3. In Object Explorer, expand Databases . 

4. Expand the PerformancePoint Services database node. Expand Security , and then expand 

Users . 

 Note:  

To determine the name of the PerformancePoint Services database, follow the steps in "To 
identify the PerformancePoint database by using Windows PowerShell," later in this article. 

5. Ensure that the application pool account is listed as a SQL login. 

 Note:  

To determine which application pool the service uses, follow the steps in "To identify the 
application pool," later in this article. 

6. If the account is not listed, add the account as a SQL Server login with the db_owner  fixed 

database role for the PerformancePoint Services database by following these steps: 

a) Right-click the Users  node, and then click New User . 

b) On the General  tab, select the Login name  option, and then click the ellipsis. 

c) In the Select Login  dialog box, type the login name, or click Browse  and select the 

login from the list. 
If the application pool account does not appear in the list, it must be added to the 
database server as a SQL Server login. 

d) In the Select Login  dialog box, click OK. 
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e) In the Database User  dialog box, on the General  tab, under Database role 

membership , ensure that the db_owner  check box is selected, and then click OK. 

7. If the account is listed, verify that it has the db_owner  fixed database role for the 

PerformancePoint Services database by doing the following: 

a) Right-click the login, and then click Properties . 

b) In the Database User  dialog box, under Database role membership , ensure that 

the db_owner  check box is selected, and then click OK. 
To identify the PerformancePoint database by using Windows PowerShell  

1. Verify that you meet the following minimum requirements: See Add -SPShellAdmin . 

2. On the Start  menu, click All Programs . 

3. Click Microsoft SharePoint 2010 Products . 

4. Click SharePoint 2010 Management Shell . 

5. At the Windows PowerShell command prompt (PS C:\>), type the following command, and 

then press ENTER: 
Get-SPPerformancePointServiceApplication  
Record the name of the database from the SettingsDatabase  
 property. 

For more information, see Get-SPPerformancePointServiceApplication 
(http://technet.microsoft.com/library/ba040c45-9636-4ac4-a80b-2d3c9e0b71d1(Office.14).aspx). 
Resolution:    Verify the application pool account by using Central Administration  

1. In IIS Manager, connect to the server that is running Central Administration. 

2. Expand the server node, and then click Application Pools . 

3. Right-click the application pool, and then click Advanced Properties . 

 Note:  

To determine which application pool the service uses, follow the steps in "To idenitfy the 
application pool," later in this article. 

4. In the Advanced Properties  dialog box, under Process Model , click the ellipsis next to the 

Identity  account. 

5. In the Application Pool Identity  dialog box, click Set. 

6. In the Set Credentials  dialog box, type the domain account name and password, confirm 

the password, and then click OK. 

7. In the Application Pool Identity  dialog box, click OK. 

8. In the Advanced Properties  dialog click OK. 

 Note:  

You do not have to restart the application pool for the changes to take effect. 
Resolution:    Restore the database from a backup by using Windows PowerShell  

1. Verify that you meet the following minimum requirements: See Add -SPShellAdmin . 

2. On the Start  menu, click All Programs . 

3. Click Microsoft SharePoint 2010 Produ cts . 

4. Click SharePoint 2010 Management Shell . 

5. At the Windows PowerShell command prompt (PS C:\>), type the following command, and 

then press ENTER: 
Restore -SPFarm -Directory <Backup folder name> -RestoreMethod {New | Overwrite} -
Item <Content database name>  [-BackupId <GUID>] [ -Verbose]  

6. To reattach the restored database to the farm, type the following command, and then press 

ENTER: 
Set-SPPerformancePointServiceApplication -SettingsDatabase <Database name>  

For more information, see Restore-SPFarm (http://technet.microsoft.com/library/8e18ea80-0830-
4ffa-b6b6-ad18a5a7ab3e(Office.14).aspx). 

http://technet.microsoft.com/library/ba040c45-9636-4ac4-a80b-2d3c9e0b71d1(Office.14).aspx
http://technet.microsoft.com/library/8e18ea80-0830-4ffa-b6b6-ad18a5a7ab3e(Office.14).aspx
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 Note:  

We recommend that you use Windows PowerShell when performing command-line 
administrative tasks. The Stsadm command-line tool has been deprecated, but is included to 
support compatibility with previous product versions.                  
  
To identify the application pool  

1. Verify that you meet the following minimum requirements: See Add -SPShellAdmin . 

2. On the Start  menu, click All Programs . 

3. Click Microsoft SharePoint 2010 Products . 

4. Click SharePoint 2010 Management Shell . 

5. At the Windows PowerShell command prompt (PS C:\>), type the following command, and 

then press ENTER: 
Get-SPPerformancePointServiceApplication  
Record the name listed after Name= 
 under ApplicationPool  
. 

6. At the Windows PowerShell command prompt (PS C:\>), type the following command, and 

then press ENTER: 
Get-SPServiceApplicationPool | Where -Object {&_.Name -eq " <ApplicationPool name 
from previous step>" | Format -Table -Property Name,DisplayName,Id  
The application pool name is the GUID listed as Id  
. 

For more information, see Get-SPServiceApplicationPool 
(http://technet.microsoft.com/library/079fd20b-2542-4d03-8b45-2da83cebe0ff(Office.14).aspx). 
  

 Note:  

We recommend that you use Windows PowerShell when performing command-line 
administrative tasks. The Stsadm command-line tool has been deprecated, but is included to 
support compatibility with previous product versions.                  
  
  

http://technet.microsoft.com/library/079fd20b-2542-4d03-8b45-2da83cebe0ff(Office.14).aspx
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Search services in SharePoint Server 2010 
knowledge articles  

Published: May 12, 2010  
The articles in this section are knowledge articles for Microsoft Search Server 2010 services in 
Microsoft SharePoint Server 2010. Typically, you would see these articles after clicking a link in 
an alert in the Operations Manager console. You can use these articles to help you troubleshoot 
and resolve problems in Search Server 2010. 
In this section: 

¶ Search gatherer disk is full - Event 23 (SharePoint Server 2010) 

¶ Search database out of space - Event 52 (SharePoint Server 2010) 

¶ Search relegate query component - Event 58 (SharePoint Server 2010) 

¶ Search query critical error - Event 60 (SharePoint Server 2010) 

¶ Search indexer initialization index failed - Event 71 (SharePoint Server 2010) 

¶ Search index corrupted - Events 74  93 (SharePoint Server 2010) 

¶ Search indexer low disk space - Event 80 (SharePoint Server 2010) 

¶ Search propagation communication error - Event 92 (SharePoint Server 2010) 

¶ Search gatherer host unavailable - Event 114 (SharePoint Server 2010) 

¶ Search administration component failed - Event 121 (SharePoint Server 2010) 

¶ Search crawl component index path error - Events 2588  2589 (SharePoint Server 2010) 

¶ Search Query and Site Settings Service is not running (SharePoint Server 2010) 

¶ SharePoint Server 2010 search is not running (SharePoint Server 2010) 
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Search gatherer disk is full - Event 23 
(SharePoint Server 2010)  
Published: May 12, 2010  
Alert Name:    Search gatherer disk is full 
Event ID:  23 
Summary:    As the crawler searches content to create an index, it creates files in a temporary 
location. This temporary location can grow in size over time. The disk where the temporary 
location is located is running out of space. 
Symptoms:    Microsoft SharePoint Server 2010 experiences the following symptoms when it 
crawls content: 

¶ The crawl does not progress and seems to stall. 

¶ The crawl logs show no new crawled documents. 

¶ This event appears in the event log: Event ID: 23   Description: The crawl has been delayed 

because a disk is full. 
Cause:    The disk on which the search crawler creates temporary files is running out of space. 
Resolution:    Free up disk space  

¶ Free up space on the disk on which the crawler creates an index as it searches content.  
To free up disk space: 

1. Use Disk Cleanup to delete temporary files on the drive where the index files are stored. 

Use the procedure following this one to determine the location of the index files. 

 Note:  

If the temporary files are located on a drive other than the operating system drive (drive C), you 
must restart the Microsoft Search Server 2010 service (OSearch) to test the performance of the 
crawler after you delete the temporary files. 

2. After Disk Cleanup is complete, test the performance of the crawler. If the crawler is not 

searching content, delete unnecessary files and folders on the selected drive. 

3. If you cannot clear any disk space, restart the Search Server 2010 service (OSearch). 

Restarting the Search Server 2010 service (OSearch) recreates the Temp directory for 

index files. In a Command Prompt window, run the command net stop osearch14  to 

stop the search service. Run the command net start osearch14  to restart the search 

service. 
To determine the location of the index files: 

1. Run regedit . 

2. If the following registry flag is set, the system Temp directory is used for the index 

files:HKEY_LOCAL_MACHINE \Software \Microsoft \Office 

Server \14.0\Search \Global \Gathering Manager \UseSystemTemp  

3. If the system Temp directory is not used for the index files, the location of the index files 

is indicated by the following registry 

key:HKEY_LOCAL_MACHINE \Software \Microsoft \Office 

Server \14.0\Search \Global \Gathering Manager \TempPath  
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Search database out of space - Event 52 
(SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Search database out of space 
Event ID:    52 
Summary:    Each search application depends on the following sets of databases for storing a 
specific type of content: 

¶ One or more search property databases store metadata about the crawled items. 

¶ One or more search crawl databases store information about when and where items were 

crawled. 

¶ A search administration database stores information that is specific to managing the search 

application. 
Symptoms:    As more items are crawled, the size of the property and crawl database increases 
over time. At some point, Microsoft SharePoint Server 2010 might display the following 
symptoms: 

¶ The crawl does not progress and seems to stall. 

¶ The crawl logs show no new crawled documents. 

¶ This event appears in the event log: Event ID: 52   Description: The database is out of 

space. Source:<data> Code:<data> occurred <data> time(s) Description: <data> 
Cause:    One or more search databases are out of disk space. 
Resolution:    Check storage space  

1. Check the detailed error message for the location and name of the database. Use the 

following procedure on the server on which the instance of Microsoft SQL Server is running 

to determine whether the search database has adequate storage space available: 

2. Start SQL Server Management Studio. 

3. Log on and expand the Databases container. 

4. Right-click the name of the database with the issue, and then click Properties . 

5. On the General  tab, click Size to determine the current file size. 
Resolution:    Move the search database  

¶ After you create a larger storage space, move the search database to the new location by 

using the Detach and Attach functions of SQL Server, as described in KB 220071. 
  



 

 74 

 

Search relegate query component - Event 58 
(SharePoint Server 2010)  
Published: May 12, 2010  
Alert Name:    Search relegate query component 
Event ID:    58 
Summary:    To support high availability, we recommend that multiple query components be 
created in the same query group. If a query component fails, the Microsoft Search Server 2010 
service (OSearch) relegates the operations of the failed component to another query component 
to continue to serve queries. 
Symptoms:    Microsoft SharePoint Server 2010 experiences the following symptoms when 
serving queries: 

¶ Under high query load there may be a decrease in query throughput. 

¶ This event appears in the event log: Event ID: 58   Description: Query component <data> 

has been taken out of rotation due to this error: <data>. It will be retried in <data> seconds. 

<data> 

 Note:  

The event details identifies the query component as <GUID>-<Query Component number>, for 

example άbaebc6d3-4a2e-4584-9ff7-ad8866debe92-query-30έ. To identify the query 

component, use the second part, άquery-30έ. 
Cause:    A query component was taken out of rotation for the reason presented in the event 
error message. 
Resolution:    Restart the search service  

1. Propagation to the affected query component will be automatically retried in the time period 

given in the event. If the retry attempt fails, stop and restart the Microsoft Search Server 

2010 service (OSearch) by opening a Command Prompt window and type net stop 

osearch14  to stop the search service. Type net start osearch14  to restart the search 

service. 
If failure persists, add a new query component as a mirror in the same query group as the failed 
query component. 
Resolution:    Add a new query component  

1. On the SharePoint Central Administration Web site, click General Application Settings  and 

in the Search  section click Farm-wide Search Dashboard . 

2. In the Search Application Topology  section find the search application that generated the 

event, and then click Modify Topology . 

3. On the Topology for Search Application: <searchappname> page, select the failed query 

component from the topology list, and then click Add Mirror . 

4. In the Add query component  dialog box, select the query server and associated metadata 

database for the new query component, and then click OK. 

5. Click Apply Topology Changes . The changes are processed for the search application and 

the index is copied from the failed query component to the new query component. 

6. Click the failed query component and click Delete . 

7. The topology removes the index from the failed query component and deletes the index. 
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Search query critical error - Event 60 
(SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Search query critical error 
Event ID:    60 
Summary:    In scenarios where a query component has no mirror and lacks high-availability, or 
all query components in a query group fail, it is possible that query results will not be served for 
a portion of the index. 
Symptoms:    Microsoft SharePoint Server 2010 experiences the following symptoms when 
serving queries: 

¶ Query latency increases or queries fail. 

¶ This event appears in the event log: Event ID: 60   Description: Cannot take the last query 

component out of rotation. Check previous event logs to determine cause. Propagation may 

be necessary. <data> 

 Note:  

The event details identifies the query component as <GUID>-<Query Component number>, for 

example άbaebc6d3-4a2e-4584-9ff7-ad8866debe92-query-30έ. To identify the query 

component, use the second part, άquery-30έ. 
Cause:    A query component has been taken out of rotation due to the reason present in the 
previous search event's error message. 
Resolution:    Restart the search service  

1. Stop and restart the Microsoft Search Server 2010 service (OSearch). 

2. Open a Command Prompt window and type net stop osearch14  to stop the search service. 

Type net start osearch14  to restart the search service. 
If failure persists, add a new query component as a mirror in the same query group as the failed 
query component. 
Resolution:    Add a new query component  

1. On the SharePoint Central Administration Web site, click General Application Settings  and 

in the Search  section click Farm-wide Search Dashboard .  

2. In the Search Service Applications  section, from the drop-down list select the search 

application that generated the event, and then click Modify Topology . 

3. On the Topology for Search Service Application page, click the failed query component in 

the topology list, and then select Add Mirror  from the componentôs drop-list. 

4. In the Add mirror query component  dialog box, select the query server and associated 

metadata database for the new query component, and then click OK. 

5. Click Apply Topology Changes . The changes are processed for the search application and 

the index is copied from the failed query component to the new query component. 

6. Click the failed query component and click Delete . 

7. The topology removes the index from the failed query component and deletes the 

component. 
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Search indexer initialization ind ex failed - 
Event 71 (SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Search indexer initialization index failed 
Event ID:    71 
Summary:    The key process that drives crawls and queries is mssearch.exe. This process 
hosts the crawl and query components for search. During search initialization, Microsoft 
SharePoint Foundation 2010 displays the symptoms described while initializing the 
mssearch.exe process or a crawl or query component. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Crawl or query search activities that involve the component stall. 

¶ The system automatically retries every minute silently. If two events are thrown within 30 

minutes, action should be taken. 

¶ This event appears in the event log: Event ID: 71   Description: Content index on <data> 

could not be initialized. Error <data>. <data> 
Cause:    One or more of the following might be the cause: 

¶ Could not access index files on disk 

¶ Lack of available memory 

¶ Index corruption 
Resolution:    Correct resources on the serv er 

¶ Resolve any issues with accessing index files. The location of the index file is provided in 

the Edit Query Component  dialog. Ensure that the WSS_ADMIN_WPG security group 

account has Full Control access to the index files folder. 
To see the location of an index file: 

1. On the SharePoint Central Administration Web site, on the Quick Launch click General 

Application Settings . 

2. On the General Application Settings page, under Search , click Farm-wide Search 

Dashboard . 

3. On the Farm-Wide Search Dashboard page, under Search Service Applications , click 

Modify Topology  next to the search service you need to configure. 

4. On the Topology for Search Service Application page, under Index Partition , click the 

query component that needs to be configured. 

5. Click Index Component  and click Edit Properties . The location of the index file 

appears in the Indexing Directory  section. 

6. Click Edit Properties . 

7. In Edit Query Component  dialog the location of the index files is displayed in the 

Location of Index  box under Location of Index . 

¶ Ensure that the WSS_ADMIN_WPG security group account has Full Control access to this 

location. 
Resolution:    Restart the search server service  

¶ If low memory is the issue, stop and restart the Microsoft Search Server 2010 service 

(OSearch). In a Command Prompt window, run the command net stop osearch14  to stop 

the search service. Run the command net start osearch14  to restart the search service. 
Resolution:    Fix the index corruption  

¶ If an index corruption event ID 74 or 93 accompanies this event, correct the issue by using 

the resolutions for the specified type of index corruption event. 
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Search index corrupted - Events 74  93 
(SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Search index corrupted 
Event ID:    74 and 93 
Summary:    The key process that drives search crawls and queries is Mssearch.exe.  This 
process hosts the crawl and query components for search. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Search activities (crawl or query) that involve the query component are stalled. 

¶ One or more of these events might appear in the event log: 

¶ Event ID: 74 Description:  <data> An index corruption of type <data> was detected in 

catalog <data>. Stack trace is <data>. 

 Warning:  

The system will not re-run the crawl after it raises this error. 

¶ Event ID: 93 Description:  An index corruption was encountered while attempting to 

restart an aborted merge. A catalog reset of search application <data> may be 

necessary. 

 Warning:  

The system will automatically silently retry to restart the merge. If two events are raised within 30 
minutes, you should resolve the problem. 

Cause:    One or more of the following might be the cause: 

¶ Disk failures are affecting the index files. 

¶ The index is corrupt. 
Resolution:    Check the disk for corruption  

1. On the server listed in the event details, run the Chkdsk  command to check the disk for 

errors. 
Resolution:    Create a new crawl component  

1. On the SharePoint Central Administration Home page, click General Application Settings . 

2. On the General Application Settings page, in the Search  section, click Farm Search 

Administration . 

3. On the Farm Search Administration page, in the Search Service Applications  section, click 

Modify Topology  for the correct Search service application. 

4. On the Manage Search Topology page, click New, and then select Crawl Component  from 

the context menu. 

5. In the Add Crawl Component  dialog box, select the correct farm server and crawl 

database, and type the location for the index if it is different from the location shown. Click 

OK. 

6. On the Manage Search Topology page, click Apply Topology Changes . 
Resolution:    Recover the query component from a mirror database  

1. If this component is part of a mirror database, follow these steps to enumerate a list of query 

components, and ð from that list ð use the correct query component ID to restore the 

component by using the RequestRecover  method. 

2. Verify that you meet the following minimum requirements: See Add -SPShellAdmin . 
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3. On the Start  menu, click All Programs . 

4. Click Microsoft SharePoint 2010 Products . 

5. Click SharePoint 2010 Management Shell . 

6. At the Windows PowerShell command prompt, type the following command: 
$app = Get - SPEnterpriseSearchServiceApplication " <Name>"  
 
$qt = Get - SPEnterpriseSearchQueryTopology - SearchApplication $app - Active  
$querycomponents =  Get- SPEnterpriseSearchQueryComponent - QueryTopology $qt  
 
foreach ($qc in $querycomponents) {"Name: " +  $qc.Name + "  Index Location: " + 
$qc.IndexLocation + "  ID: " + $qc.ID + "   State: " + $qc.State}  

Where: 

¶ <Name> is the name of the Search service application given in the event details. 
This command produces a list of query components. Find the identity ($qc.ID) of the 
query component that has the issue. Check the component's State  value. You will use 
this identity in the next step. 

7. Using the identity that you found in step 6, use Windows PowerShell to restore the 

component. 
At the Windows PowerShell command prompt, type the following command: 
$qc = Get - SPEnterpriSesearchQueryComponent - Identity " <ID> " - QueryTopology $qt  
 
$qc.RequestRecover()  

Where: 

¶ <ID> is the identity of the query component that you obtained from the list in step 6. 
  



 

 79 

 

Search indexer low disk space - Event 80 
(SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Search indexer low disk space 
Event ID:    80 
Summary:    As the crawler searches content to create an index, it creates index files to use for 
retrieving search results. As more items are indexed, the index files grow in size: 
Symptoms:    Microsoft SharePoint Server 2010 displays the following symptoms while the 
crawler searches content: 

¶ The crawl does not progress and appears to stall. 

¶ The crawl logs show no new crawled documents. 

¶ This event appears in the event log: Event ID: 80   Description: <data> Very low disk space 

was detected for catalog <data>. Please free up some disk space so that crawling can 

continue. 
Cause:    One or more of the following issues might be the cause:  

¶ If the error was reported against a crawl component, the storage location associated with the 

crawl component is running out of space. Remove unnecessary files and folders on that 

drive to gain more disk space. 

¶ The storage location associated with the index of the query component is running out of 

space. 

¶ If the error was reported against a query component, the search application likely has 

outgrown the storage capacity. In this case, move the index that is associated with the 

query component to a larger storage device. 

¶ If the search application index contains more than 10 million items per query 

component, add another query group to the application, on a new server. 
Resolution:    Reclaim disk space for a crawl component  

1. Use Disk Cleanup to delete temporary files on the drive where the index files are stored. 

2. After Disk Cleanup is complete, test the performance of the crawler. If the crawler is not 

searching content, delete unnecessary files and folders on the selected drive. 
Resolution:    Gain disk space by moving the query component index  

1. On the SharePoint Central Administration Web page, click General Application Settings  

and in the Search  section, click Farm-wide Search Dashboard . 

2. In the Search Service Application  section, select the search application that generated the 

event, and then click Modify Topology . 

3. On the Topology for Search Service Application page, click Query Component , and then 

click Edit Properties . 

4. In the Location of Index  box, specify the new storage path for the query component index. 

5. Click OK, and then click Apply Topology Changes . 

 Note:  

This operation could take several minutes or longer depending upon the size of the indexes. 

6. The topology will move the index to new storage path and delete the previous index 
Resolution:    Gain disk space by adding an another index partition on a new application 
server  
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1. On the Central Administration page, click General Application Settings  and in the Search  

section click Farm-wide Search Dashboard . 

2. In the Search Service Application  section, from the drop-down list select the search 

application that generated the event, and then click Modify Topology . 

3. On the Topology for Search Service Application page, click New, and then click Index 

Partition and Query Component . 

4. In the Add query component  dialog box, in the Query Server  box, select the new 

application server and then click OK. 

5. Click Apply Topology Changes . The changes are processed for the search application. 

6. The topology splits the existing index partition into the new set of index partitions equally. 
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Search propagation communication error - 
Event 92 (SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Search propagation communication error 
Event ID:    92 
Summary:    As the crawler searches content to create an index, it creates index files to use for 
retrieving search results. These files are created by the crawl component in its storage area, and 
then propagated to the appropriate query components. 
Symptoms:    When Microsoft SharePoint Server 2010 is crawling content, and the crawl 
component cannot propagate to the query server, SharePoint Server 2010 displays the following 
symptoms: 

¶ The crawl does not progress and appears to stall. 

¶ The crawl logs show no new crawled documents. 

¶ Users might not be able to view applications in their browsers, or the service may otherwise 

be unavailable 

¶ This event appears in the event log: Event ID: 92   Description: A Crawl Component for 

search application ó<data>ô could not communicate with the query server ó<data>ô. 
Cause:    One or more of the following might be the cause: 

¶ The crawl component might have stale, or expired, credentials.  

¶ Network issues might prevent the communication. 

¶ The query server might be unresponsive. 
Resolution:    Authorization failure  

¶ Make sure that search service credentials are up to date by rebooting the servers that had 

the problem. 
Resolution:    Correct Network connection issue  

¶ Verify the network connection between the server that hosts the crawl component and the 

query server. If the network connection is working, examine the query component on the 

query server and make sure that the share exists and is writable from the crawler. 
Resolution:    Create a new query compone nt  

¶ If a file cannot be copied from the crawl component to the query server after rebooting 

servers, create a new query component in the same query group: 

1. On the SharePoint Central Administration Web site, click General Application Settings  

and in the Search section click Farm-wide Search Dashboard . 

2. On the Farm-wide Search Dashboard page, modify the search application that 

generated the event: Add a new query component in the same query group as the 

affected query component, and then remove the affected query component. 

3. In the topology, the index migrates from the affected query component to the new query 

component. 
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Search gatherer host unavailable - Event 114 
(SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Search gatherer host unavailable 
Event ID:    114 
Summary:    As part of a search crawl, the servers that contain the crawl components 
communicate with content servers to retrieve the items for the crawl. Network communication 
problems between crawl server and content server will inhibit this crawl. 
Symptoms:    When Microsoft SharePoint Server 2010 is crawling content from a specific 
content server and network communication problems exist, Microsoft SharePoint Server might 
display the following symptoms: 

¶ The crawl of the specific content server does not progress and appears to stall. 

¶ The crawl logs show no new crawled documents for the specific content server. 

¶ This event appears in the event log: Event ID: 114   Description: The server <data> is 

unavailable and could not be accessed. The server is probably disconnected from the 

network. Items from this server will be skipped by the crawl for the next 10 minutes <data>. 
Cause:    Network issues might be preventing the communication. Check that the content server 
is online and can connect to the crawl server. 
Resolution:    Check the status of the content server  

1. On the SharePoint Central Administration Home page, click Application Management . 

2. In the Service Applications  section, click Mangage service applications . 

3. On the Manage Service Applications page, click Search Service Application . 

4. On the Search Administration page, in the System Status  section, record the user account 

listed as the Default content access account . 

5. On the left menu, in the Crawling  section, click Content Sources . 

6. On the Manage Content Sources page, click one of the content sources. 

7. On the Edit Content Source page, in the Start Address  section, record the URL from the 

textbox. 

8. Open a Web browser as the user account you recorded in step 4 above and navigate to the 

URL you recorded in step 7 above. The page should load successfully. 

9. If the content server is online and serves content to the crawl account, there is likely a 

network connection issue. For information to determine and repair the problem, see How to 

Troubleshoot Basic TCP/IP Problems (http://go.microsoft.com/fwlink/?LinkId=157440). 

http://go.microsoft.com/fwlink/?LinkId=157440
http://go.microsoft.com/fwlink/?LinkId=157440
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Search administration component failed - 
Event 121 (SharePoint Server 2010)  
Publi shed: May 12, 2010  
Alert Name:    Search administration component failed 
Event ID:    121 
Summary:    A search administration component is created for each search service application. 
The search administration component modifies search application settings. 
Symptoms:    When the search service application is being modified and the administration 
component fails, one or more of the following symptoms might appear: 

¶ The action of modifying the search application setting is not completed. 

¶ This event appears in the event log: Event ID: 121  Description:   The administration 

component for application ó<data>ô failed with exception ó<data>ô . 
Cause:    The search administration component is not correctly configured, or it cannot connect 
to the search application administration database. 
Resolution:    Verify that the search service application server can write to the database  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group.  

2. From the search service application server, ping the database server to confirm that the 

servers can communicate over the network. 

3. On the Central Administration Home page, click Application Management . 

4. On the Application Management page, in the Service Applications  section, click Manage 

servic e applications . 

5. On the Service Applications page, select the search service application. 

6. In the Edit Properties  dialog box, note the Search Service Account name for the 

appropriate search service application. 

7. Connect to the database server that hosts the search administration database for the given 

search service application by using the Search Service Account and password. Ensure the 

account has read/write permissions for the database. 
Resolution:    Create a new search administration component  

1. If the problem persists, move the search administration component to a different server by 

using the Set-SPEnterpriseSearchAdministrationComponent Windows PowerShell 

cmdlet. For more information, see Set-SPEnterpriseSearchAdministrationComponent 

(http://technet.microsoft.com/library/45a38f5b-92ee-4fbf-bd35-

54b83f535b82(Office.14).aspx). 
  
 

http://technet.microsoft.com/library/45a38f5b-92ee-4fbf-bd35-54b83f535b82(Office.14).aspx
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Search crawl component index path error - 
Events 2588  2589 (SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Search crawl component index path error 
Event ID:    2588 2589 
Summary:    When each search crawl component is created, it creates a folder to use for storing 
index files that are used as part of the crawling process. 
Symptoms:    These events might appear in the event log: 

¶ Event ID: 2588 Description:  The index location for component <data>  for application 

<data>  is invalid: <data>. 

¶ Event ID: 2589 Description:  The index location for component <data>  for application 

<data>  is invalid: unauthorized access to <data>. 
Cause:    The location provided for the index did not exist, or the application did not have rights 
to create a folder for the index at the location. 
Resolution:    Verify that the service account has sufficient permissions to the index folder  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group.  

2. On the Central Administration Home page, click Application Management . 

3. On the Application Management page, in the Service Applications  section, click Manage 

service applications . 

4. On the Service Applications page, click the Search service application. 

5. On the Search Administration page, in the Search Application Topology  section, click 

Modify . 

6. On the Manage Search Application Topology page, click the index partition query 

component, and then click Edit Properties . 

7. In the Edit Query Component  dialog box, in the Locatio n of Index , record the path for the 

index folder. Click Cancel . 

8. Navigate to that location and verify that the location exists. 

9. Verify that the service account that you recorded earlier in this procedure has Read and 

Write permissions on this folder. 
Resolu tion:    Refresh service credentials  

1. Verify that you meet the following minimum requirements: See Add -SPShellAdmin . 
Perform the following steps on each server in the farm: 

2. On the Start  menu, click All Programs . 

3. Click Microsoft SharePoint 2010 Products . 

4. Click SharePoint 2010 Management Shell . 

5. At the Windows PowerShell command prompt, type the following command: 
Repair - SPManagedAccountDeployment 

For more information, see Repair-SPManagedAccountDeployment 
(http://technet.microsoft.com/library/42ea7573-8b34-49da-9d7f-ec7b8211a138(Office.14).aspx).  
  

http://technet.microsoft.com/library/42ea7573-8b34-49da-9d7f-ec7b8211a138(Office.14).aspx
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Search Query a nd Site Settings Service is 
not running (SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Search Query and Site Settings Service is not running 
Event ID:    No event ID 
Summary:    The Search Query and Site Settings service is an Internet Information Services 
(IIS) service. By default, this service runs on each server that includes a search query 
component. The service manages the query processing tasks, which include sending queries to 
one or more of the appropriate query components and building the results set. At least one 
instance of the service must be running to serve queries. 
Symptoms:    All search queries fail. 
Cause:    The location provided for the index does not exist, or the application does not have 
rights to create a directory for the index at the location. 
Resolution:    Start the service on the server  

1. On the SharePoint Central Administration Home page, in the System Settings  section, click 

Manage services on server . 

2. On the Services on Server page, next to Search Query and Site Setting s Service , click 

Start  if the service is not started. 
Find servers that include query components  

1. On the SharePoint Central Administration Home page, under Application Management , 

click Manage service applications . 

2. On the Manage Service Applications page, click the name of the Search service application. 

3. On the Search Administration page, in the Search Application Topology  section, under 

Index Partition , record the names of the servers that include query components. 
Resolution:    Start the service on servers  that include query components  

1. Verify that you meet the following minimum requirements: See Add -SPShellAdmin . 

2. On each server that includes a query component, on the Start  menu, click All Programs . 

3. Click Microsoft SharePoint 2010 Products . 

4. Click SharePoint 2010 Management Shell . 

5. At the Windows PowerShell command prompt, type the following command: 
Get- SPEnterpriseSearchQueryAndSiteSettingsServiceInstance - Local | Start -
SPEnterpriseSearchQueryAndSiteSettingsServiceInstance  

For more information, see Get-SPEnterpriseSearchQueryAndSiteSettingsServiceInstance 
(http://technet.microsoft.com/library/f1438a74-92fb-498d-aac1-
66743403f3bc(Office.14).aspx). 

Resolution:    Verify that the service account has sufficient permissions to the index folder  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group.  

2. On the Central Administration Home page, click Application Management . 

3. On the Application Management page, in the Service Applications  section, click Manage 

service applications . 

4. On the Service Applications page, click the Search service application. 

http://technet.microsoft.com/library/f1438a74-92fb-498d-aac1-66743403f3bc(Office.14).aspx
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5. On the Search Administration page, in the System Status  section, record the name of the 

Default content access account . 

6. On the Search Administration page, in the Search Application Topology  section, click 

Modify . 

7. On the Manage Search Application Topology page, click the index partition query 

component, and then click Edit Properties . 

8. In the Edit Query Component  dialog box, in the Location of Index , record the path to the 

index folder. Click Cancel . 

9. Navigate to that location and verify that the location exists. 

10. Verify that the service account that you recorded in step 5 has read and write permissions 

on this folder. 
Resolution:    Refresh service credentials  

1. Verify that you meet the following minimum requirements: See Add -SPShellAdmi n. 

2. Perform this procedure on each server in the farm. 

3. On the Start  menu, click All Programs . 

4. Click Microsoft SharePoint 2010 Products . 

5. Click SharePoint 2010 Management Shell . 

6. At the Windows PowerShell command prompt, type the following command: 
Repair - SPManagedAccountDeployment  

For more information, see Repair-SPManagedAccountDeployment 
(http://technet.microsoft.com/library/42ea7573-8b34-49da-9d7f-ec7b8211a138(Office.14).aspx).  
  

http://technet.microsoft.com/library/42ea7573-8b34-49da-9d7f-ec7b8211a138(Office.14).aspx
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SharePoint Server 2010 search is not 
running (SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    SPServiceInstance search server is not running 
Event ID:     
Summary:    The Microsoft Search Server 2010 service (OSearch) is a Windows NT service that 
runs on each server that hosts a search service application. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Microsoft Search Server 2010 service (OSearch) is stopped. 

¶ You are unable to perform tasks when you attempt to use the crawl, query, or administration 

search functionality. The task that fails depends on the topology and on which server has 

the stopped service. 
Cause:    The Microsoft Search Server 2010 service (OSearch) is not running. 
Resolution:    Start the service on the server  

¶ You can restart the Microsoft Search Server 2010 service (OSearch) on a specific server by 

opening a Command Prompt window and enter the following command at an 

elevated command prompt: 
net start osearch14  
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Word Services in SharePoint Server 2010 
knowledge articles  

Published: July 22, 2010  
The articles in this section are knowledge articles for Word Services in Microsoft SharePoint 
Server 2010. Typically, you would see these articles after clicking a link in an alert in the 
Operations Manager console. You can use these articles to help you troubleshoot and resolve 
problems in Word Services. 
In this section: 

¶ Word Automation Service - SQL Server exception event - Event 1001 (SharePoint Server 

2010) (http://technet.microsoft.com/library/7d017c66-a07e-4d8a-a2bf-

bbfcef10a627(Office.14).aspx) 

¶ Word Services timer job failed - Events 1022  8077 (SharePoint Server 2010) 

¶ Word services - PDF file converter failing - Event 8004 (SharePoint Server 2010) 

¶ Word services - XPS file converter failing - Event 8005 (SharePoint Server 2010) 

¶ Word services must be updated - Event 8010 (SharePoint Server 2010) 

¶ Word services - language pack not installed - Event 8012 (SharePoint Server 2010) 
  

http://technet.microsoft.com/library/7d017c66-a07e-4d8a-a2bf-bbfcef10a627(Office.14).aspx
http://technet.microsoft.com/library/7d017c66-a07e-4d8a-a2bf-bbfcef10a627(Office.14).aspx
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Word Services t imer job failed - Events 1022  
8077 (SharePoint Server 2010)  

Published: July 22, 2010  
Alert Name:    Word Automation Service timer job failed 
Event ID:    1002 and 8077 
Summary:    Word Automation Services uses a custom timer job to pull items to be converted 
from the Word Automation Services database and then assign those items to be converted to 
individual application servers. If the custom timer job does not run, items to be converted cannot 
begin to be converted. 
Symptoms:    If the Word Automation Services timer job is not running, Word Automation 
Services will fail and one or more of the following symptoms might appear: 

¶ New jobs are successfully added to the database, but the items to be converted for that job 

never start. 

¶ Existing jobs do not finish: Any items to be converted that are already assigned to 

application servers may still succeed, but items to be converted that are not assigned to 

application servers do not start, leaving the job perpetually incomplete. 

¶ This event appears in the event log: Event ID: 1002  Description: Conversion jobs may not 

execute because the timer job '%1' for service application '%2' does not appear to be active. 

¶ This event appears in the event log: Event ID: 8077  Description: 

SharedServices_NoOnlineServiceInstancesInLocalFarm with "Word Automation Services 

Timer Job" indicated as the instance not started. 
Cause:    One or more of the following might be the cause: 

¶ An administrator has disabled the Word Automation Services timer job. 

¶ There was an error in provisioning the Word Automation Services timer job. 
Resolution:    Verify that the Word Automation Services timer job is enabled in SharePoint 
Central Administration  

¶ For the steps to perform this task, see Word Automation Services Troubleshooting 

(SharePoint Server 2010). 
Resolution:    Verify that the Word Automation Services timer job was provisioned 
successfully  

¶ For the steps to perform this task, see Word Automation Services Troubleshooting 

(SharePoint Server 2010). 
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Word services - PDF file converter failing - 
Event 8004 (SharePoint Server 2010)  

Published: July 22, 2010  
Alert Name:    Word services - PDF file converter failing 
Event ID:    8004 
Summary:    Word Automation Services includes a default converter for converting files to the 
PDF file format. In addition to this default converter, third-party converters can be used with 
Word Automation Services. When third-party converters cause file conversions to fail, Word 
Automation Services raises this event. Files cannot be successfully converted to PDF until the 
converter is made functional or until it is removed. 
Symptoms:    If the Word Automation Services third-party PDF converter is not working 
correctly, PDF conversion will fail and one or more of the following symptoms might appear: 

¶ Conversions to PDF fail with this message ID: 131183 

¶ This event appears in the event log: Event ID: 8004  Description: The PDF converter '[file 

path & name]' failed during file conversion. 
Cause:    One or more of the following might be the cause: 

¶ The third-party converter is out of date. 

¶ The third-party converter is corrupted. 

¶ The third-party converter is otherwise non-functional. 
Resolution:    Verify that the latest version of the converter is installed  

¶ Ensure that the latest third-party converter is installed. 

¶ Try to reinstall the third-party converter. 

¶ If this does not work, uninstall the third-party converter. This will cause Word Automation 

Services to use its default PDF converter. 
Resol ution:    Update Word Automation Services  

¶ For the steps to perform this task, see Word Automation Services Troubleshooting 

(SharePoint Server 2010). 
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Word services - XPS file converter failing - 
Event 8 005 (SharePoint Server 2010)  

Published: July 22, 2010  
Alert Name:    Word services - XPS file converter failing 
Event ID:    8005 
Summary:    Word Automation Services includes a default converter for converting files to the 
XPS file format. In addition to this default converter, third-party converters can be used with 
Word Automation Services. When third-party converters cause file conversions to fail, Word 
Automation Services raises this event. Files cannot be successfully converted to XPS until the 
converter is made functional or until it is removed. 
Symptoms:    If the Word Automation Services third-party XPS converter is not working 
correctly, XPS conversion will fail and one or more of the following symptoms might appear: 

¶ Conversions to XPS fail with this message ID: 131184 

¶ This event appears in the event log: Event ID: 8005  Description: The XPS converter '[file 

path & name]' failed during file conversion. 
Cause:    One or more of the following might be the cause: 

¶ The third-party converter is out of date. 

¶ The third-party converter is corrupted. 

¶ The third-party converter is otherwise non-functional. 
Resolution:    Verify that the latest version of the converter is installed  

¶ Ensure that the latest version of the third-party converter is installed. 

¶ Try to reinstall the third-party converter. 

¶ If this does not work, uninstall the third-party converter. This will cause Word Automation 

Services to use its default XPS converter. 
Resolution:    Update Word Automation Services  

¶ For the steps to perform this task, see Word Automation Services Troubleshooting 

(SharePoint Server 2010). 
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Word services must be updated - Event 8010 
(SharePoint Server 2010)  

Published: July 22, 2010  
Alert Name:    Word services must be updated 
Event ID:    8010 
Summary:    Periodically, Microsoft releases updates for Word Automation Services. These 
updates help ensure that Word Automation Services can convert newly created files with the 
best possible quality. 
Symptoms:    Conversions may fail, but it is more likely that output files will only have some 
fidelity loss for some features. 
Cause:    A file submitted for conversion was created with a newer version of Microsoft Word 
than the current Word Automation Services converter. 
Resolution:    Update W ord Automation Services  

¶ For the steps to perform this task, see Word Automation Services Troubleshooting 

(SharePoint Server 2010). 
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Word services - language pack not installed 
- Event 8012 (SharePoint Server 2010)  

Published: July 22, 2010  
Alert Name:    Word services - language pack not installed 
Event ID:    8012 
Summary:    Word Automation Services requires that the appropriate language packs be 
installed on all application servers on which Word Automation Services runs. If the correct 
language packs are not installed, documents created in the corresponding languages cannot be 
converted. 
Symptoms:    This event appears in the event log: Event ID: 8012  Description: One or more 
localized components could not be loaded for the specified language. Please check that the 
required language pack is installed and properly configured. 
Cause:    A file submitted for conversion requires a language pack that is not currently installed 
on the server that is processing the conversion. 
Resolution:    Install the language pack  

¶ Install the correct language pack on all application servers that run Word Automation 

Services. 

¶ For the steps to perform this task, see Word Automation Services Troubleshooting 

(SharePoint Server 2010). 
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Visio Services in SharePoint Server 2010 
knowledge articles  

Published: May 12, 2010  
The articles in this section are knowledge articles for Visio Services in Microsoft SharePoint 
Server 2010. Typically, you would see these articles after clicking a link in an alert in the 
Operations Manager console. You can use these articles to help you troubleshoot and resolve 
problems in Visio Services. 
In this section: 

¶ Visio Services data refresh failed - Events 8037  8038  8063  8062 (SharePoint Server 

2010) 

¶ Visio configuration database not found - Event 8040 (SharePoint Server 2010) 

¶ Visio Services untrusted data provider request - Event 8041 (SharePoint Server 2010) 

¶ Visio Services failed to generate diagram - Events 8042  8043  8060 (SharePoint Server 

2010) 

¶ Visio proxy initialization failed - Event 8044 (SharePoint Server 2010) 

¶ Visio application proxy has invalid endpoint - Event 8049 (SharePoint Server 2010) 

¶ Visio Services data provider not found - Event 8050 (SharePoint Server 2010) 

¶ Visio Services file loading error - Events 8051  8061 (SharePoint Server 2010) 
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Visio Services data refresh failed - Events 
8037  8038  8063  8062 (SharePoint Server 
2010) 

Published: May 12, 2010  
Alert Name:    Visio Services data refresh failed 
Event ID:   8037, 8038, 8062, and 8063 
Summary:    Users can connect published Microsoft Visio diagrams to external data sources, 
such as Excel Services in Microsoft SharePoint Server 2010. This error might occur because the 
schema of the data in a file changes in such a way that the expected primary key is invalid. 
Symptoms:    One or more of the following symptoms might appear: 

¶ This event appears in the event log: Event ID: 8037   Description: Invalid data type found in 

Published File cache for file <FileName>  Exception : <ExceptionCode>. 

¶ This event appears in the event log: Event ID: 8038   Description: Invalid data type found in 

Rendered File cache for file <FileName>  Exception : <ExceptionCode>. 

¶ This event appears in the event log: Event ID: 8063   Description: Invalid data type found in 

ODC cache for file %1. 

¶ This event appears in the event log: Event ID: 8062   Description: Primary key column 

deleted. 
Cause:    One or more of the following might be the cause: 

¶ A user might connect to an external data source, such as an Microsoft Excel workbook that 

no longer exists or is inaccessible. 

¶ A user might connect to an external data source whose primary key column is changed, and 

Visio Services in Microsoft SharePoint Server 2010 cannot update the external data in the 

Visio diagram. 

¶ A user might connect to a data source that is not a valid data provider type. 
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Visio configuration database not found - 
Event 8040 (SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Visio configuration database not found 
Event ID:    8040 
Summary:    Visio Services in Microsoft SharePoint Server 2010 stores its application settings in 
the configuration-a12-n database. Access to this database is critical for the service to function. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Visio Services might fail to render diagrams. 

¶ This event appears in the event log: Event ID: 8040   Description: Can't find configuration 

manager. 
Cause:    One or more of the following might be the cause: 

¶ The configuration database is inaccessible. 

¶ The configuration database is responding slowly due to heavy network activity or load on the 

Microsoft SQL Server computer. 
Resolution:    Verify the status of the SQL Server configuration database  

1. On the SharePoint Central Administration Web site, in the System Settings  section in the 

reading pane, click Manage Servers in this farm . 

2. In the Farm Information  section, note the Configuration database server  and the name 

and the version of the configuration database. 

3. Start SQL Server Management Studio and connect to the configuration database server. 

4. If the configuration database does not exist, run the SharePoint Products and Technologies 

Configuration Wizard. 
Resolution:    Verify the SQL Server network connection  

1. On the Central Administration page, in the System Settings  section in the reading pane, 

click Manage Servers in this  farm . 

2. In the Farm Information  section, note the Configuration database server  and the name 

and the version of the configuration database information. 

3. Open a Command Prompt window and type ping <serverAddress>  to confirm the server 

connection. 

4. Failure to contact the server indicates a problem with the network connection or another 

problem that prevents a response from the server. 

5. Log on to the server computer and troubleshoot the issue. 
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Visio Services untrusted data provider 
request - Event 8041 (ShareP oint Server 
2010) 

Published: May 12, 2010  
Alert Name:    Visio Services untrusted data provider request 
Event ID:    8041 
Summary:    An error occurred because Visio Services in Microsoft SharePoint Server 2010 
requested data from a data provider that was not in the list of trusted providers. Administrators 
can specify the data sources to which users can connect in their published Microsoft Visio 
diagrams. 
Symptoms:    One or more of the following symptoms might appear: 

¶ A diagram or diagrams might not refresh data. 

¶ This event appears in the event log: Event ID: 8041   Description: Trusted data provider 

error. <error name>. 
Cause:    A user might have linked to a data provider in a userôs published Visio diagram that 
was not specified as a trusted data provider by the service administrator. 
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Visio Services failed to generate diagram - 
Events 8042  8043  8060 (SharePoint Server 
2010) 

Published: May 12, 2010  
Alert Name:    Visio Services failed to generate diagram 
Event ID:    8060, 8042, 8043 
Summary:    An error occurred that caused Visio Services in Microsoft SharePoint Server 2010 
to fail to generate a diagram. This rule is triggered when the service does not generate a 
diagram, and can be triggered together with any of the other rules for Visio Services. If the rule is 
triggered alone without a corresponding rule, an unknown error occurred that caused the service 
to fail to generate a diagram. 
Symptoms:    One or more of the following symptoms might appear: 

¶ This event appears in the event log: Event ID: 8060   Description: Rasterization failed. 

¶ This event appears in the event log: Event ID: 8042   Description: Failed to generate Raster 

diagram for file <file name>. 

¶ This event appears in the event log: Event ID: 8043   Description: Failed to generate Vector 

diagram for file <file name>. Some diagram or diagrams may not render. 
Cause:    One or more of the following might be the cause: 

¶ If this rule is triggered together with another rule, the diagram might fail to render due to the 

causes specified in the corresponding rule that is triggered. 

¶ If only this rule is triggered, Visio Services in SharePoint might have failed to generate a 

diagram for an unknown reason. 

¶ Visio Services might be configured incorrectly. 
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Visio proxy initialization failed - Event 8044 
(SharePoi nt Server 2010)  

Published: May 12, 2010  
Alert Name:    Visio proxy initialization failed 
Event ID:  8044 
Summary:    Visio Services in Microsoft SharePoint Server 2010 application and its 
corresponding Web Parts use a proxy to connect to the back-end service. For the service to 
function, you must configure this proxy correctly. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Visio Services might fail to render diagrams. 

¶ This event appears in the event log: Event ID: 8044   Description: Unable to initialize Visio 

service proxy. 
Cause:  One or more of the following might be the cause: 

¶ The service application proxy for the Visio Services in SharePoint application is not running 

or has not been provisioned. 

¶ The service application proxy for the Visio Services application is not configured correctly. 
Resolution:    Verify the Visio Services application proxy  

1. On the SharePoint Central Administration Web site, on the Quick Launch click Application 

Management , and in the Service Applications  section, click Manage service 

applications . 

2. Note the name of the Visio Services application. In the Type column, Visio Graphics 

Service Application  appears for Visio Services applications. 

3. Verify that a service application proxy is associated with each Visio Services application. In 

the Type column Visio Graphics Service Application Proxy  appears for Visio Services 

application proxies. 
If no service application proxy corresponds to the Visio Services application that fails, create a 
new one by using Windows PowerShell 2.0. 
Resolution:    Create a new service application proxy  

1. On the computer, click Start , click All Programs , click Microsoft SharePoint 2010 

Products , and then click SharePoint Management Shell . 

2. Create a new Visio Services application proxy by entering the Windows PowerShell cmdlet 

New-SPVisioServiceApplicationProxy  at the command prompt in the SharePoint 

Management Shell. For more information about the syntax of this cmdlet, type Get-Help 

New-SPVisioServiceApplicationProxy . 
If there is a service application proxy for the failing service application, create a new service 
application. 
Resolution:    Create a new service application  

1. On the Central Administration page, on the Quick Launch, click Application Management , 

and then click Manage service applications . 

2. In the Name column, select the Visio Services application proxy that is failing, and then on 

the Ribbon click the Delete  option. 

3. Select the parent Visio Services application of the application proxy that you deleted, and 

then on the Ribbon click the Delete  option. 
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4. Create a new Visio Services application. On the Service Applications  tab of the Ribbon, 

click New, and then click Visio Graphics Service . Make sure that the Create Service 

Application Proxy  check box is selected. 

5. In a Command Prompt window, type the command ping <serverAddress>  to confirm the 

server connection. 
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Visio application proxy has invalid endpoint 
- Event 8049 (SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Visio application proxy has invalid endpoint 
Event ID:    8049 
Summa ry:    The application for Visio Services in Microsoft SharePoint Server 2010 uses a 
proxy to abstract communication between the front-end service and back-end service. This 
proxy also provides a load-balancing mechanism between servers. For Visio Services to 
function, the front-end service must be connected to the application server that is returned by the 
application proxy. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Visio Services in SharePoint might fail to render diagrams. 

¶ This event appears in the event log: Event ID: 8049   Description: Application proxy invalid 

endpoint for <descriptive text>. 
Cause:    One or more of the following might be the cause: 

¶ The specified SharePoint Server application server is inaccessible. 

¶ The specified application server is responding slowly due to heavy network activity or load 

on the specific server. 
Resolution:    Check the error logs  

1. Open the Windows Event Viewer. 

2. Search for event ID 8049 in the Windows Application Event log. 

3. In the event description, note the application server that is failing. 
Resolution:    Verify the application server connection  

1. From the failing application server, open the SharePoint Central Administration Web site. 

2. If you cannot access the Central Administration site from the failing server, check that the 

network settings are correct and that the server has appropriate permissions to join the 

SharePoint farm. 
Resolution:    Verify that Visio Services runs on the failing server  

1. On the Central Administration page, in the reading pane, in the System Settings  section, 

click Manage servers in this farm.  

2. Verify that Visio Services runs on the failing application server. 
If there is a service application proxy for the failing service application, create a new service 
application. 
Resoluti on:    Restart Visio Services  

1. On the Central Administration page, in the reading pane, in the System Settings  section, 

click Manage servers in this farm . 

2. In the Server  column, click the name of the failing application server. The Services on 

Server page opens. 

3. In the Service  column, locate Visio Graphics Service , click Stop , and then click Start . 
Resolution:    Create a new Visio Services application  

1. On the Central Administration page, in the reading pane, in the Application Management  

section, click Manage s ervice applications .  
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2. In the Type  column, click the name of the Visio Services application that has the failing 

service instance. 

3. On the ribbon, click Delete . 

4. In the Delete Service Application  dialog box, click OK. 

5. Create a new Visio Services application. 
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Visio Services data provider not found - 
Event 8050 (SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Visio Services data provider not found 
Event ID:    8050 
Summary:    Users can connect published Microsoft Visio diagrams to external data sources, 
such as Excel Services in Microsoft SharePoint Server 2010. 
Symptoms:    One or more of the following symptoms might appear: 

¶ A diagram or diagrams might not refresh data. 

¶ This event appears in the event log: Event ID: 8050   Description: Data provider connection 

failed with connection string <descriptive text>. 
Cause:     Visio Services in Microsoft SharePoint Server 2010 cannot connect to a data provider 
that was referenced by a user in a Visio diagram. 
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Visio Services file loading error - Events  
8051  8061 (SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Visio Services file loading error 
Event ID:    8061, 8051 
Summary:    Users can upload published Microsoft Visio diagrams to a document library, and 
some users can embed Visio diagrams in a page by using the Visio Web Access Web Part. This 
error might occur because a requested file is not found, or the service is unable to parse the 
requested file. 
Symptoms:    One or more of the following symptoms might appear: 

¶ A file or files might not load. 

¶ This event appears in the event log: Event ID: 8061   Description: File not found at this 

location: <file location>. 

¶ This event appears in the event log: Event ID: 8051   Description: Unable to parse file at 

location: <file location>. 
Cause:    One or more of the following might be the cause: 

¶ A user might try to load a page that contains a Web Part that references a file that no longer 

exists or is invalid. 

¶ A user might try to view a Visio diagram that is corrupted. 

¶ A user might try to view an invalid Visio diagram. 
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User Profile Synchronization Configuration 
Service cannot connect to SQL Server - 
Event 4 (SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    User Profile Synchronization Configuration Windows Service cannot connect to 
SQL Server 
Event ID:    4 
Summary:    The User Profile Synchronization service cannot connect to the instance of SQL 
Server. If the service cannot connect to the instance of SQL Server, user profile synchronization 
will fail to function. 
Symptoms:    This event appears in the event log: Event ID: 4  Description: The Forefront 
Identity Manager Service cannot connect to the SQL Database Server.  The SQL Server could 
not be contacted.  The connection failure may be due to a network failure, firewall 
misconfiguration, or other connection issue. Additionally, the SQL Server connection information 
could be configured incorrectly. Verify that the SQL Server is reachable from the Forefront 
Identity Manager Service computer.  Ensure that SQL Server is running, that the network 
connection is active, and that the firewall is configured properly.   Last, verify the connection 
information has been configured properly.  This configuration is stored in the Windows Registry. 
Cause:    The database for the instance of SQL Server is not accessible from the User Profile 
Synchronization Configuration Service, because of network connectivity issues or a wrong or 
changed password in the instance of SQL Server. 
Resolution:    Verify that the database server is running and available  

1. On the database server, in the Services snap-in, verify that the SQL Server 

(MSSQLSERVER) service is running. 
Resolution:    Verify connectivity between the database server and the farm  

1. Log on to Microsoft SQL Server Management Studio as the account provided in the error 

details, click Connect , and then click Database Engine .  

2. Type the server name provided in the error details, and then click Connect . 
Resolution:    Verify the User Profile Synchronization service credentials  

1. On the Central Administration Home page, click Application Management , and in the 

Service Applications  section, click Manage service applications . 

2. On the Service Applications page, click the User Profile service application. 

3. On the User Profile Service page, in the Synchronization  section, click Configure 

Synchronization Connections . 

4. Right click the connection, and then click Edit Connection . 

5. Verify that the credentials and rights containers are provided in the connection. Verify that 

the credentials have sufficient permissions to read and write data in the directory, and also 

ensure that the User Profile Synchronization service is targeting the correct organizational 

units in the directory. Verify that the credentials have the db_owner  fixed database role in 

the databases on the database server.  
Resolution:    Verify the database access credentials  
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1. On the Central Administration Home page, click Security , and then click Service 

Applications . 

2. On the Security page, in the General Security section, click Configure service accounts . 

3. On the Service Accounts page, in the service account drop-down list, click Farm Account . 

4. Verify that this account has sufficient permissions on the database server. 
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ULS not enough storage for log directory - 
Event 2150 (SharePoint 2010 Products)  

Published: May 12, 2010  
Alert  Name:    ULS not enough storage for log directory 
Event ID:    2150 
Summary:    The Microsoft SharePoint Foundation Tracing (SPTracev4) service is used by 
Microsoft SharePoint Foundation 2010 to manage usage log output. When usage logging is 
turned on, administrators can specify the path that is used to store the usage logs. This log file is 
used by many applications that are built on top of SharePoint Foundation 2010. This event 
occurs when not enough free space is available for logging. 
Symptoms:    One or more of the following symptoms might appear: 

¶ The usage log shows no new usage data. 

¶ This event appears in the event log: Event ID: 2150   Description: Failed to create a usage 

log file at <Log Location>. There must be at least <# of GBs needed to resume logging> GB 

of free space if the usage logs are on System Drive. 
Cause:    The configured log location does not have enough free disk space for logging. 
Resolution:    Free up disk space or relocate the usage log  

¶ SharePoint Foundation 2010 could not write to the usage log. This usage log contains 

information that is helpful for usage tracking and reporting. 
To free up disk space: 

1. Use Disk Cleanup to free up disk space where the usage log files are stored. 

2. Verify whether the trace log has enough disk space to run properly. 

3. If disk space is inadequate, try to clean the Temp folders on the drive. 

4. If this procedure does not solve the problem, you can relocate the usage log file to a 

partition that has more drive space. 
To relocate the log file: 

1. On the SharePoint Central Administration Web site, on the Quick Launch, click 

Monitoring  and in the Reporting  section click Usage Logging . 

2. On the Usage Logging page, in the Logging Settings  section, type the new location for 

the usage log file. 

3. Click OK. 
To check the usage log file: 

1. To verify that Microsoft SharePoint Foundation 2010 can create and write to the usage 

log file, on the Central Administration page click Monitoring , and in the Reporting  

section click Usage Logging . 

2. On the Usage Logging page, in the Logging Settings  section, copy the path of the 

usage log file. 

3. In Windows Explorer, navigate to the usage log file by using the copied path. Usage log 

files are in binary format and the contents cannot be easily viewed and understood. The 

file size of the usage log increases over time and confirms that usage logging is working. 
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Event log flooding - Events 2158  2159 
(SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    Event log flooding 
Event ID:    2158 or 2159 
Summary:    Event log flood protection prevents repeated events from being logged to the 
Windows event log. When an event is logged several times in a short period, flood protection 
prevents future events of the same type from being logged. 
Symptoms:    This event appears in the event log: Event ID: 2158 or 2159   Description: Event 
[Event ID] ([Event Provider Name]) of severity [Event Severity] occurred [Number of 
occurrences] more time(s) and was suppressed in the event log. 
Cause:    The same event is being logged repeatedly, triggering event log flood protection. You 
can identify which event is being logged repeatedly in the Event Description text of Event ID 
2158 or 2159. 
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SQL Server database login failed - Event 
3351 (SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    SQL Server database login failed 
Event ID:    3351 
Summary:    Microsoft SharePoint Foundation uses Microsoft SQL Server 2008 databases to 
store most of the content for SharePoint Foundation Web sites and configuration settings, and 
uses a service account to communicate with the database on behalf of a user request. Note that 
a Web application might be associated with one or many databases. This error ð SQL Server 
database login failed ð means that SharePoint Foundation cannot log on to SQL Server 2008  
by using the specified service account user name and password. 
Symptoms:    The following symptom might appear: 

¶ This event appears in the event log: Event ID: 3351   Description: SQL database login failed. 

Additional error information from SQL Server is included below. 
Cause:    The user name or password for the Microsoft SharePoint Foundation service account 
was invalid before the session or became invalid during the session. 
  

 Note:  

You must be a member of the Farm Administrators SharePoint group to perform the following 
procedures. 
  
Resolution:    Grant correct permissions to the database access account  

¶ To resolve this issue, assign the database access account and then verify that the account 

has correct permission in SQL Server. 
To assign the database access account: 

1. On the Central Administration Web page, on the Quick Launch, click Security , and in 

the General Security  section click Configure service accounts . 

2. In the Credential Management  section, in the upper drop-down list click the correct 

Web application pool for your Web application. 

3. In the Select an account for this component  drop-down list, click the domain account 

with which you want to associate this Web application pool, or click Register new 

managed account  to associate a new domain account with this application pool. 

4. Click OK to save changes. 
To verify that the account has correct permissions in SQL Server: 

1. Connect to the computer that is running SQL Server by using an account with 

Administrator permissions. 

2. In SQL Server Management Studio, in the Object Explorer  navigation pane, expand the 

Security  node, and then click the Logins  node. The name of the database access 

account indicates that it is a SQL login. 

3. If the account exists, in the Object Explorer  navigation pane, expand the Databases  

node, expand the configuration database node (for example, WSS_Config), expand the 

Security  node, and then click Roles . 

4. Expand the Database Roles  node, right-click db_owner , and select Properties . 
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5. In the Database Roles Properties  dialog box, check whether the database access 

account is in the Members of this role  list. If the account is not listed, click Add . 
To verify that any database issues have been resolved: 

1. In the SharePoint Management Shell, run the Windows PowerShell command Get-

SPSite | Format -Table -Property ID,WebApplic ation,ContentDatabase  to obtain a list 

of the sites for each Web application to list all sites in the various databases, and locate 

one site in each database. 

2. Browse to the site. 
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Backup failed due to insufficient 
permissions - Event 3353 (SharePoint 20 10 
Products)  
Published: May 12, 2010  
Alert Name:    Backup failed due to insufficient permissions 
Event ID:    3353 
Summary:    This error occurs when the account that is performing the backup does not have 
sufficient permissions to write to the backup folder.  
When you back up a Web application, you back up the content databases and settings for the 
Web application, including all sites in the site collections, files in document libraries, files 
attached to lists, security and permission settings, and feature settings. The backup process 
creates files that contain all of this data. 
Similarly, when you back up a site collection, site, or list, the contents of those structures will be 
written to files or packages, and the restore or import process will use these files to recover the 
objects. 
Symptoms:    This event might appear in the event log:  Event ID: 3353 Description: Unable to 
write to the backup folder. 
Cause:    One or more of the following might be the cause: 
1. The SQL Server service account does not have Full Control access to the backup folder. 
2. The SharePoint Timer Service account does not have Full Control access to the backup 

folder. 
3. If the backup or restore was performed by using Windows PowerShell, the user who 

performed the backup operation did not have Full Control access to the backup folder. 
Resolution:    Verify permissions  

¶ Ensure that the following are given the Full Control file share and NTFS permissions for the 
backup shared folder: 

¶ The account used by the SQL Server service account.  

¶ The Windows SharePoint Services Timer V4 (SPTimerV4) account. 

¶ The logged on account, if you are using Windows PowerShell to perform the backup or 
restore. 

¶ If the backup folder is a network share, ensure that all accounts that are listed above 
have access to both the share and the folder itself. 

¶ If you are performing a backup or restore operation between two SharePoint farms, 
services on both farms must have the permissions described above. 

¶ For more information, see Configuring permissions for backup and recovery (SharePoint 

Foundation 2010) (http://technet.microsoft.com/library/d77b0854-08e5-4ea3-bf58-

773264530c26(Office.14).aspx). 

Other Resources  
View diagnostic logs (SharePoint Foundation 2010) 
(http://technet.microsoft.com/library/28a72c44-2c3a-459d-aa64-918c3a71c858(Office.14).aspx) 
  

http://technet.microsoft.com/library/d77b0854-08e5-4ea3-bf58-773264530c26(Office.14).aspx
http://technet.microsoft.com/library/d77b0854-08e5-4ea3-bf58-773264530c26(Office.14).aspx
http://technet.microsoft.com/library/28a72c44-2c3a-459d-aa64-918c3a71c858(Office.14).aspx
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Cannot connect to SQL Server - Event 3355 
(SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    Cannot connect to SQL Server 
Event ID:    3355 
Summary:    Microsoft SharePoint Foundation 2010 uses Microsoft SQL Server 2008 databases 
to store configuration settings and most of the content for the Microsoft SharePoint Foundation 
Web site. For example, all pages in the site, files in document libraries, files attached to lists, and 
information in lists are stored in the content database, and security and permission settings 
along with other configuration settings are stored in the configuration database in SQL Server.  
SharePoint Foundation 2010 uses a service account to communicate with the database on 
behalf of a user request. This service account can be either a specific user name or password 
(domain name and password), or a predefined system account, such as Local System or 
Network Service. When a SQL Server database is created, a value for the maximum database 
size is set. Each database has a separate database size setting. Note that a Web application 
might be associated with one or many databases. 
This error indicates that Microsoft SharePoint Foundation could not connect to the SQL Server 
database. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Attempts to communicate with SQL Server fail and no content from databases hosted on the 

SQL Server can be accessed. 

¶ This event appears in the event log: Event ID: 3355   Cannot connect to SQL Server. 

<Server Name> not found. Additional error information from SQL Server is included below. 
Cause:    One or more of the following might be the cause: 

1. The SQL Server might be offline. 

2. The SharePoint Foundation database access account might not have the necessary 

permissions to communicate with the SQL Server. 

3. A firewall that runs on either the local server or on SQL Server might be blocking network 

communications. 
Resolution:    Grant correct permissions to the database access account  

¶ You must be a member of the Farm Administrators group to perform this task. 
Assign the database access account: 

1. On the Central Administration home page, click Security  and in the General Security  

section click Configure service accounts . 

2. On the Service Accounts page, in the Credential Management  section, in the upper 

drop-down list click the correct Web application pool for your Web application. 

3. In the Select an account for this component  drop-down list, click the domain account 

that you want to associate with this Web application pool, or click Register new 

managed account  to associate a new domain account with this application pool. 

4. Click OK to save changes. 
Verify that the account has correct permissions in SQL Server: 

1. Connect to the computer that runs SQL Server by using an account that has 

Administrator permissions. 

2. In SQL Server Management Studio, Object Explorer  navigation pane, expand the 

Security  node, and then expand the Logins  node. The name of the database access 

account indicates that it is a SQL login. 
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3. If the account exists, in the Object Explorer  navigation pane, expand the Databases  

node, expand the configuration database node, expand the Security , and then click 

Roles . 

4. Expand the Database Roles  node, right-click db_owner  role and select Properties . 

5. In the Database Role Properties  dialog box, check whether the database access 

account is in the Members of this role  list. If the account is not listed, click Add . 
Verify that any database issues are resolved: 

1. In the SharePoint Management Shell, run the Windows PowerShell command Get-

SPSite | Format -Table -Property ID,WebApplication,ContentDatabase  to obtain a list 

of the sites for each Web application to list all sites in the various databases, and locate 

one site in each database.  

2. Browse to that site, and ensure that the appropriate page rendered. An Access Denied 

page with an option to request access, or the option to log on as a different user, 

indicates that the operation completed successfully. 

3. On the Central Administration page, on the Quick Launch, click Application 

Management  and in the Site Collections  section click Specify quota templates . 

4. On the Quota Templates page, create a new quota template. The specific settings are 

not relevant to this verification test. You are creating the template to verify that it can be 

accessed in step 7. 

5. Click OK to save the quota template. 

6. Refresh the browser window, and then return to the Quota Templates page. If the quota 

template that you created can be selected, access to the SQL Server 2008 configuration 

database in Microsoft SharePoint Foundation is restored. 

7. Click Delete  to delete the quota template. 
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The application pool account cannot add 
user accounts to Active Directory - Event 
3359 (SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    The application pool account cannot add user accounts to Active Directory 
Event ID:    3359 
Summary:    The Internet Information Services (IIS) application pool creates identities based on 
Active Directory users, and associates these identities by using a set of permissions. This lets 
users in an Active Directory organizational unit (OU) inherit those permissions. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Account creation mode does not work correctly, which prevents user data from being added 

or read. 

¶ User accounts are not automatically created in Active Directory. 

¶ The event appears in the event log: Event ID: 3359  Description: The application pool 

account has insufficient permissions to add user accounts to Active Directory. 
Cause:    The account that is used by the application pool does not have the appropriate level of 
permissions that are required to add new user accounts to Active Directory. 
Resolution :    Determine the OU in which the application pool account creates new user 
accounts  

1. Verify that you meet the following minimum requirements: See Add -SPShellAdmin . 

2. On the Start  menu, click All Programs . 

3. Click Microsoft SharePoint 2010 Products . 

4. Click SharePoint 2010 Management Shell . 

5. At the Windows PowerShell command prompt, type the following: 
$wa=Get- SPWebApplication  
$wa.Parent.CreateActiveDirectoryAccounts  
$wa.Parent.ActiveDirectoryDomain  
$wa.Parent.ActiveDirectoryOrganizationalUnit  

  

 Note:  
We recommend that you use Windows PowerShell when performing command-line 
administrative tasks. The Stsadm command-line tool has been deprecated, but is included to 
support compatibility with previous product versions.                  
  
Resolution:    Add the correct permissions to the OU  

1. On a server that has the Active Directory tools installed, open the Active Directory Users and 

Computers snap-in as a user who has sufficient domain permissions, such as domain 

administrator. To open Active Directory Users and Computers, click Start , click Run , and 

then type dsa.msc . 

2. In the console tree, right-click the OU for which you want to delegate control. 

3. Click Delegate Control  to start the Delegation of Control Wizard, and then follow the 

instructions in the wizard. 

4. In the Welcome  pane, click Next . 



 

 115 

5. In the Users and Groups  pane, click Add . 

6. In the Enter the object names to select  box, type the user name that you plan to use for 

the administration application pool identity, and then click OK. 

7. Click Next . 

8. In the Tasks to Delegate  pane, select the Create, delete, and manage user accounts  and 

Read all user information  check boxes, and then click Next . 

9. Click Finish . 
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Active Directory organization unit 
unregistered - Event 3360 (SharePoint 2010 
Products)  

Published: Ma y 12, 2010 
Alert Name:    Active Directory organization unit (OU) unregistered 
Event ID:    3360 
Summary:    This error indicates that the Active Directory organizational unit (OU) that was 
created for account creation mode does not exist. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Account creation mode does not work correctly, which prevents user data from being added 

or read. 

¶ This event appears in the event log: Event ID: 3360  Description: The Active Directory 

organization unit <OU Name> registered in Windows SharePoint Services 4.0 does not 

exist. 
Cause:    This can occur due to an error during provisioning or a run-time error that either caused 
the OU specified during farm configuration to not be created, or caused it to be renamed or 
deleted. Until this OU is created and registered, you cannot create a new site collection or add 
additional users. 
Resolution:    Add the OU to Active Directory  

¶ You must be logged on as a domain administrator to perform this procedure. 

¶ Click Start , click Run , and then type dsa.msc . 

¶ Expand the Domains  node. 

¶ Right-click the domain, click New, and then click Organizational Unit . 

¶ Type the OU name from event 7037 in the <insert OU here>  box. 

¶ Right-click the OU, and then click Delegate Control . 

¶ Add the application pool account for the Web application that is being used for account 

creation. 

¶ Click Create, delete, and manage accounts . 

¶ Click Next . 

¶ Click Finish . 
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SQL Server database is full - Event 3758 
(SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    SQL Server database is full 
Event ID:    3758 
Summary:    Microsoft SharePoint Foundation uses Microsoft SQL Server 2008 databases to 
store most of the content for SharePoint Foundation Web site and configuration settings, and 
uses a service account to communicate with the database on behalf of a user request. When a 
SQL Server database is created, a value for the maximum database size is set. Each database 
has a separate database size setting. Note that a Web application might be associated with one 
or many databases. This error indicates that the database has reached the size of its maximum 
size setting. 
Symptoms:    The following symptom might appear: 

¶ Users cannot add or update any content in SharePoint Foundation. 

¶ Administrators cannot update any SharePoint Foundation settings. 

¶ This event appears in the event log: Event ID: 3758   Description: Database full error on 

SQL Server instance <instance name> in database <database name>. Additional error 

information from SQL Server is included below. <SQL error message> 
Cause:    The database has reached its maximum size. 
  

 Note:  

You must be a member of the Farm Administrators SharePoint group to perform the following 
tasks. 
  
Resolution:    Increase the size of the SQL Server database  

¶ SharePoint Foundation cannot write to a database that has reached its maximum size. 

Increase the maximum size setting for the full database that is named in the event message. 
To increase the database size: 

1. In SQL Server Management Studio, in the Object Explorer  navigation pane, expand the 

server node, and then expand the Databases  node.  

2. Right-click the database you want, and then click Properties . The database name is 

provided in the event message. 

3. In the Database Properties  dialog box, in the navigation pane, click Files . 

4. In the Database files  section, in the Autogrowth  column, click the ellipsis for the 

database file. 

5. In the Change Autogrowth  dialog box, in the Maximum File Size  section, if the 

Restricted File Growth  option is selected, increase the maximum file size in the box to 

the right. You can also configure the database to grow without restrictions by selecting 

the Unrestricted File Growth  option. 

6. Click OK to save changes. 
To verify that database issues are resolved: 

1. In the SharePoint Management Shell, run the Windows PowerShell command Get-

SPSite | Format -Table -Property ID,WebApplication,ContentDatabase  to obtain a list 
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of the sites for each Web application to list all sites in the various databases, and locate 

one site in each database. 

2. Browse to the site. 

3. Try to add content to the site. For example, add a list item or a document. SharePoint 

Foundation uses different errors under different editing circumstances, so if adding 

content to the site fails, check the event log for an error message such as those in the 

following table.  

Log Name:  Application 

Source: Microsoft-Windows SharePoint-Windows SharePoint Services 4 

Date: 4/2/2009 6:34:13 AM 

Event ID: 3758 

Task 
Category: 

Database 

Level: Critical 

Keywords:  

User: Domain\Myuser 

Computer: MyServer 

Description: Database full error on SQL Server instance 'CO137' in database 'wss_2'. 
Additional error information from SQL Server is included below. Could not 
allocate space for object 'dbo.AllDocs'.'AllDocs_Url' in database 'wss_2' 
because the 'PRIMARY' filegroup is full. Create disk space by deleting 
unneeded files, dropping objects in the filegroup, adding additional files to 
the filegroup, or setting autogrowth on for existing files in the filegroup. 

  



 

 119 

 

Database could not be accessed - Event 
3760 (SharePoint 2010 Product s) 

Published: May 12, 2010  
Alert Name:    Database could not be accessed 
Event ID:    3760 
Summary:    Microsoft SharePoint Server 2010 uses Microsoft SQL Server 2008 databases to 
store most of the content for the Web site and configuration settings. For example, all pages in 
the site, files in document libraries, files attached to lists, and information in lists are stored in the 
content database, and security and permission settings along with other configuration settings 
are stored in the configuration database in SQL Server. 
SharePoint Server 2010 uses a service account to communicate with the database on behalf of 
a user request. This service account can be either a specific domain name/user name and 
password, or a predefined system account, such as Local System or Network Service. When a 
SQL Server database is created, a value for the maximum database size is set. Each database 
has a separate database size setting. Note that a Web application might be associated with one 
or many databases. 
Symptoms:    The following symptoms might appear: 

¶ Content in the database is not available and attempts to access the database generate 

errors. 

¶ This event appears in the event log: Event ID: 3760 Description: SQL Database '<database 

name>' on SQL Server instance '<instance name>' not found. Additional error information 

from SQL Server is included below. <error information> 
Cause:    One or more of the following might cause this:. 

¶ The SQL Server user login failed. 

¶ The database has been deleted or renamed. 

¶ The database is currently unavailable because it is in an offline or loading state. 
  

 Important:  

You must be a member of the local Administrators group to perform this task. 
  
Resolution:    Verify that SQL Server is running  

¶ On the database server, in the Services snap-in, verify that the SQL Server 

(MSSQLSERVER) service is running. 
Resolution:    Verify that the user account can connect to SQL Server  

¶ Log onto Microsoft SQL Server Management Studio as the account provided in the error 

details and click Connect  and then Database Engine .  

¶ Type the server name provided in the error details and click Connect . 
Resolution:    Verify that the database exists  

¶ In Microsoft SQL Server Management Studio, expand the server node.  

¶ Expand the Databases node. 

¶ Verify that the database exists. 
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 Note:  

You must be a member of the Farm Administrators SharePoint group to perform these tasks. 
  
Resolution:    Restore database  

¶ If the SQL Server database is not present or accessible on the computer that is running SQL 

Server, restore the database from a backup and reconnect it to SharePoint Server 2010. 
To restore the database from a backup: 

1. On the SharePoint Central Administration Web site, click Backup and Restore  and in 

the Farm Backup and Restore  section click Restore from a backup . 

2. On the Restore from Backup page, type the backup path in the Backup Directory 

Location  text box, select the backup you want to restore, and then click Next . 

3. Select the database from the list and then click Next .  

 Important:  

The backup must include the database and the accompanying Web application. 

4. In the Restore Options  section, select the Same configuration option. This action 

overwrites the existing database. 

5. Click Start Restore . 
To reconnect the database in Central Administration: 

1. On the Central Administration page, click Application Management  and in the 

Databases  section click Manage Content databases . 

2. On the Manage Content Databases page, click Add a content database  and in the 

Web Application  section select the Web application. 

3. Under Database Name and Aut hentication , type the name of the server in the 

Database Server  text box and type the database name in the Database Name  text box. 

4. Click OK to save the changes. 
To verify that any database issues have been resolved: 

1. In the SharePoint Management Shell, run the Windows PowerShell command Get-

SPSite | Format - Table - Property ID,WebApplication,ContentDatabase  
 to obtain a list of the sites for each Web application to list all sites in the various 
databases, and locate one site in each database. 

2. Browse to that site and make sure that the appropriate page rendered. An Access 

Denied page with an option to request access, or the option to log on as a different user, 

indicates that the operation completed successfully. 

3. On the Central Administration page, click Applica tion Management  and in the Site 

Collections  section click Specify Quota Templates . 

4. On the Quota Templates page, create a new quota template. The specific settings are 

not relevant to this verification test. You are creating the template to verify that it can be 

accessed in step 7. 

5. Click OK to save the quota template. 

6. Refresh the browser window, and then return to the Quota Templates page. If the quota 

template that you created can be selected, access to the SharePoint Server 2010 

configuration database has been restored. 

7. Click Delete  to delete the quota template. 
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Content deployment job failed - Events 4958  
5323  5325  5335 (SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    Content deployment job failed 
Event ID:    4958 5323 5325 and 5325 
Summary:    A content deployment job has failed. Content might not have been correctly 
deployed from the source environment to the target environment. 
Symptoms:    One or more of the following messages appear in the event log: 

¶ Event ID: 4958  Description: Publishing: Content deployment job failed. Error: '<error>'. 

¶ Event ID: 5323  Description: Failed to transfer files to destination server for Content 

Deployment job '<job name>'. Exception was: '<exception>'. 

¶ Event ID: 5325  Description: Failed import operation for Content Deployment job '<job 

name>'. Exception was: '<exception>'. 

¶ Event ID: 5326  Description: Failed import operation for Content Deployment job '<job 

name>'. Exception was: '<exception>'. 
Cause:    Content deployment can fail for various reasons. The specific reasons for this failure 
are contained in the content deployment report on the Content Deployment Paths and Jobs 
page in Central Administration. 
Resolution:    View the content deployment job status  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group.  

2. On the Central Administration Home page, click General Application Settings . 

3. On the General Application Settings page, in the Content Deployment  section, click 

Manage content deployment paths an d jobs . 

4. On the Manage Content Deployment Paths and Jobs page, confirm the status of the job. If 

the job failed, you can view the job details by clicking Failed . 

5. On the Content Deployment Report page, in the Errors and Warnings  section, you can 

view the error details. 
You can also download the error details by clicking Download Report  in the Quick Links  
section of the Content Deployment Report page. 

Resolution:    Rerun the content deployment job  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group.  

2. On the Central Administration Home page, click General Application Settings .  

3. On the General Application Settings page, in the Content Deployment  section, click 

Manage content deployment paths and jobs . 

4. On the Manage Content Deployment Paths and Jobs page, click the arrow next to the job, 

and then click Run Now . 

5. You can refresh the page to see the status of the job in progress. If the job failed, you can 

view the job details by clicking Failed . 

6. On the Content Deployment Report page, in the Errors and Warnings  section, you can 

view the error details. 
You can also download the error details by clicking Download Report  in the Quick Links  
section of the Content Deployment Report page. 
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Content database is Read -Only - Event 4971 
(SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    Content database is Read-Only 
Event ID:    4971 
Summary:    Microsoft SharePoint Server 2010 stores most of the content of the Web 
application ð including site collections, sites, lists, documents, and permissions ð in content 
databases. A single Web application can be associated with one or many content databases. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Users cannot add or update content in SharePoint Server 2010 sites. 

¶ The following event appears in the event log: Event ID: 4971   Description: Cannot update 

database on SQL Server instance '<instance name>'.  Database is read/only. Additional 

error information from SQL Server is included below. <additional information> 
Cause:    SQL Server provides the option of setting a database to read-only mode, in which data 
can be read from the database but data cannot be added, changed, or removed. If a content 
database is in read-only mode, you might observe the symptoms described. 
Resolution:    Set the database to read/write  

¶ If you verify that the content database is in read-only mode, set the SQL Server 

Management Studio database to read/write. 
To verify that the database is read-only: 

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group. 

2. On the Central Administration Home page, click Application Management . 

3. On the Application Management page, in the Databases  section, click Manage content 

databases . 

4. On the Manage Content Databases page, select the Web application from the Web 

Application  list. 

5. If Yes appears in the Database Read -Only  column for the content database, set the 

content database to read/write. 
To set the content database to read/write: 

1. Verify that the user account that is performing this procedure is a member of the 

db_owner  fixed database role for the content database. 

2. Open SQL Server Management Studio and connect to the database server. 

3. In Object Explorer, expand Databases . 

4. Right-click the database that you want to set to read/write, and then click Properties .  

5. In the Database Properties  dialog box, on the Options  properties page, under State , 

select False  from the drop-down list next to Database Read -Only , and then click OK. 

6. Click Yes. 
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Cannot creat e My Sites - Event 5187 
(SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Cannot create My Sites 
Event ID:    5187 
Summary:    If a Microsoft SharePoint Server 2010 user tries to open their My Site for the first 
time, and the My Site does not exist, SharePoint Server 2010 provisions the My Site collection 
for the user. This event is logged if SharePoint Server 2010 could not create the My Site. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Users receive an error message that their My Site could not be created. 

¶ This event appears in the event log: Event ID: 5187  Description: My Site creation failure for 

user '<User ID>' for site url '<User URL>'. The exception was: <Exception>. 
Cause:    There is a naming conflict caused by the Site Naming Format setting. 
Resolution:    Change the Site Naming Format setting in Central Administration  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group. 

2. On the Central Administration Home page, click Application Management . 

3. On the Application Management page, in the Service Applications  section, click Manage 

service applications . 

4. On the Service Applications page, click the User Profile service. 

5. On the User Profile Service page, in the My Site Setti ngs  section, click Setup My Sites . 

6. On the My Site Settings page, in the Site Naming Format  section, click either User name 

(resolve conflicts by using domain_username)  or Domain and user name (will not 

have conflicts) . 

7. Click OK. 
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User Profile changes ca nnot be committed - 
Event 5188 (SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    User Profile changes cannot be committed 
Event ID:  5188 
Summary:    Users can edit properties in their own profiles, as allowed by the administrator. This 
event is logged when these changes made by the user (or by another process that has authority 
to update the profile) cannot be committed to the database. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Users get an error that their changes cannot be applied. 

¶ The following event appears in the event log: Event ID: 5188 Event Description: There was 

an error saving the user profile for user '<User ID>'. The exception was: <Exception>. 
Cause:    One or more of the following might be the cause: 

¶ The database server is unreachable because of network connectivity issues. 

¶ The database server is not responding because network connections are overloaded, or 

memory ð and, hence, the commit request ð is encountering a time out. 

¶ The database server is down because of additional issues with the server, such as disk 

failure. 
Resolution:    Verify that the database server is running and available  

1. On the database server, in the Services snap-in, verify that the SQL Server 

(MSSQLSERVER) service is running. 
Resolution:    Verify connectivity between the database server and the farm  

1. Log on to Microsoft SQL Server Management Studio as the account provided in the error 

details, click Connect , and then click Database Engine .  

2. Type the server name provided in the error details, and then click Connect . 
Resolution:    Verify that the database server is not low on resources  

1. On the database server, verify that the server has sufficient RAM memory and disk space. 
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Insufficient SQL Server database 
permissions - Event 5214 (SharePoint 2010 
Products)  

Published: May 12, 2010  
Alert Name:    Insufficient SQL Server database permissions 
Event ID:    5214 
Summary:    Microsoft SharePoint Foundation uses Microsoft SQL Server 2008 databases to 
store most of the content for the Web site and configuration settings. For example, all pages in 
the site, files in document libraries, files attached to lists, and information in lists are stored in the 
content database, and security and permission settings along with other configuration settings 
are stored in the configuration database in SQL Server. 
SharePoint Foundation uses a service account to communicate with the database on behalf of a 
user request. This service account can be either a specific user name and password (domain 
name and password) or a predefined system account, such as Local System or Network 
Service. This error occurs when the service account specified in SharePoint Foundation has not 
been granted sufficient permissions in the SQL Server database. 
Symptoms:    The following symptom might appear: 

¶ This event appears in the event log: Event ID: 5214   Insufficient SQL database permissions 

for user '<username>' in database <database name> on SQL Server instance <instance 

name>. Additional error information from SQL Server is included below. 
Cause:    One or more of the following might be the cause: 

¶ The service account to which SharePoint Foundation is set does not have sufficient 

permissions to the database to which it is trying to connect. 

¶ The service account is not set up properly in SharePoint Foundation. 
  

 Note:  

You must be a member of the Farm Administrators SharePoint group to perform the following 
tasks. 
  
Resolution:    Grant correct permissions to the database access account  

¶ To resolve this issue, assign the database access account and then verify the account has 

correct permission in SQL Server. 
To assign the database access account: 

1. On the Central Administration Web site, click Security  and in the General Security  

section click Configure Service Accounts . 

2. On the Configure Service Accounts page, in the Credential Management  section, 

select the correct Web application pool for your Web application. 

3. In the Select an account for this component  section, select the domain account that 

you want to associate with this Web application pool, or click Register new managed 

account  to associate a new domain account with this application pool. 
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 Note:  

You can use a local account for the Web application pool only if SharePoint Foundation and 
SQL Server are running on the same computer. 

4. Click OK to save changes. 
To verify that account has correct permissions in SQL Server: 

1. Connect to the computer that runs SQL Server by using an account with SQL Server 

administrator permissions. 

2. In SQL Server Management Studio, in the Object Explorer  navigation pane, expand the 

Security  node, and then click the Logins  node. The name of the database access 

account indicates that it is a SQL login. 

3. If the account exists, open the database node, open the Security  node, and then click 

Roles . 

4. Expand the Database Roles  node, right-click db_owner , and select Properties . 

5. In the Database Roles Properties  dialog box, check whether the database access 

account is in the Members of this role  list. If the account is not listed, click Add . 
To verify that any database issues have been resolved: 

1. In the SharePoint Management Shell, run the Windows PowerShell command Get-

SPSite | Format -Table -Property ID,WebApplication,ContentDatabase  to obtain a list 

of the sites for each Web application to list all sites in the various databases, and locate 

one site in each database. 

2. Browse to the site. 
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Unable to write to trace log - Event 5401 
(SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    Unable to write to trace log 
Event ID:    5401 
Summary:    Unified Logging Service (ULS) trace logs contain diagnostic information about what 
is happening on a Microsoft SharePoint Foundation 2010 server. This information can be used 
to diagnose problems on your server if they occur. 
Symptoms:    The following symptoms might appear: 

¶ ULS trace log files are not created. 

¶ This event appears in the event log: Event ID: 5401   Tracing Service failed to create the 

trace log file at <Log Location>. Error <Error Number>: <Error Description>. 
Cause:    This error occurs when the tracing service cannot create a new log file. 
Resolution:    Check the event log  

¶ This error can occur for multiple reasons. The error number and error description describe 

the cause of the error in more detail; use the information in the error description to determine 

the most appropriate troubleshooting steps. 
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Could not schedule synchronization jobs - 
Event 5556 (SharePoint Server 2010)  
Published: May 12, 2010  
Alert Name:    Could not schedule synchronization jobs 
Event ID:    5556 
Summary:    A Microsoft SharePoint Server 2010 timer job creates and schedules the two 
synchronization jobs that synchronize user profile information between the user profile store and 
user tables. The two synchronization jobs are as follows: 

¶ User Profile to SharePoint Full Synchronization  - Performs full synchronization for all 

users 

¶ User Profile to SharePoint Quick Synchronization  - Performs synchronization for any 

newly added users 
Symptoms:    One or more of the following symptoms might appear: 

¶ None of the additional information stored in the user profile store is propagated to tables. 

¶ This event appears in the event log: Event ID: 5556 Description: Failure trying to schedule 

synchronization jobs. Exception message is <Exception>. 
Cause:    The SharePoint Server 2010 timer service does not have sufficient permissions to start 
the other two timer jobs it schedules or these timer jobs do not exist. 
Resolution:    Verify the timer jobs by using Central Administration  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group. 

2. On the Central Administration Home page, click Monitoring . 

3. On the Monitoring page, in the Timer Jobs  section, click Review job definitions . 

4. On Job Definitions page, find the User Profile to SharePoint Full Synchronization  and 

User Profile to Sha rePoint Quick Synchronization  timer jobs. To page through the timer 

job status data rows, click the paging arrows at the bottom of these groups. 

5. If the timer jobs do not exist, you must create them by manually running the User Profile to 

SharePoint Synchro nization Scheduler  timer job. To do this, follow these steps: 

a) On Job Definitions page, click the User Profile to SharePoint Synchronization 

Scheduler  timer job. To page through the timer job status data rows, click the 

paging arrows at the bottom of these groups. 

b) On the edit Timer Job page, click Run Now . 

c) Wait a few minutes, and then check for the User Profile to SharePoint Full 

Synchronization  and User Profile to SharePoint Quick Synchronization  timer 

jobs again. 
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Unknown SQL exceptions - Event 5586 
(SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    Unknown SQL exceptions 
Event ID:    5586 
Summary:    Microsoft SharePoint Foundation uses Microsoft SQL Server 2008 databases to 
store configuration settings and most of the content for the Web site. For example, all pages in 
the site, files in document libraries, files attached to lists, and information in lists are stored in the 
content database, and security and permission settings along with other configuration settings 
are stored in the configuration database in SQL Server 2008.  
Microsoft SharePoint Foundation uses a service account to communicate with the database on 
behalf of a user request. This service account can be either a specific user name or password 
(domain name and password), or a predefined system account, such as Local System or 
Network Service. When a SQL Server database is created, a value for the maximum database 
size is set. Each database has a separate database size setting. Note that a Web application 
might be associated with one or many databases. 
Symptoms:    The following symptom might appear: 

¶ This event appears in the event log: Event ID: 5586   Description: Database full error on 

SQL Server instance <instance name> in database <database name>. Additional error 

information from SQL Server is included below. <SQL error message>. 

 Note:  

The description changes depending on the SQL Error code. 
Cause:    One or more of the following might be the cause: 

1. Insufficient SQL Server database permissions 

2. SQL Server database is full 

3. Incorrect MDAC version 

4. SQL Server database not found 

5. Incorrect version of SQL Server 

6. SQL Server collation is not supported 

7. Database is read-only 
  

 Note:  

You must be a member of the Farm Administrators SharePoint group to perform the following 
tasks. 
  
Resolution:    Grant correct permissions to the database access account  

¶ To resolve this issue, assign the database access account and then verify the account has 

correct permission in SQL Server. 
To assign the database access account: 

1. On the SharePoint Central Administration Web site, click Security , and in the General 

Security  section click Configure Service Accounts . 

2. On the Configure Service Accounts page, in the Credential Management  section, 

select the correct Web application pool for your Web application. 

3. In the Select an account for this component  section, select the domain account that 

you want to associate with this Web application pool, or click Register new managed 

account  to associate a new domain account with this application pool. 
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4. Click OK to save changes. 
To verify that the account has correct permission in SQL Server: 

1. Connect to the computer on which SQL Server runs by using an account with 

administrator permissions. 

2. In SQL Server Management Studio, in the Object Explorer  navigation pane, expand the 

Security  node, and then expand the Logins  node. The name of the database access 

account indications that it is a SQL logon account; for example, 

##MS_PolicyTsqlExecutionLogin##. 

3. If the account exists, expand the Databases  node, expand the Security  node, and then 

click Roles . 

4. Expand the Database Roles  node, right-click db_owner , and select Properties . 

5. In the Database Roles Properties  dialog box, check whether the database access 

account is in the Members of this role  list. If the account is not listed, click Add . 
  

 Note:  

You must be a member of the Farm Administrators SharePoint group to perform the following 
tasks. 
  
Resolution:    Increase the size of the SQL Server database  

¶ SharePoint Foundation cannot write to a database that has reached its maximum size. One 

solution is to increase the maximum size setting for the database that is full, which is named 

in the event message. 
To increase the database size: 

1. In SQL Server Management Studio, in the Object Explorer  navigation pane, expand the 

server node, expand the Databases  node, right-click the database you want, and then 

click Properties . The database name is provided in the event message. 

2. In the Properties  dialog box, in the navigation pane, click Files . 

3. In the Database files  dialog box, in the Auto growth  column, click the ellipsis for the 

database file. 

4. In the Change Autogrowth  dialog box, under Maximum File Size , if the Restricted 

File Growth (MB)  option is selected, increase the maximum file size in the box to the 

right. You can also configure the database to grow without restrictions by selecting the 

Unrestricted File Growth  option. 

5. Click OK to save changes. 
  

 Note:  

You must be a member of the Farm Administrators SharePoint group to perform the following 
tasks. 
  
Resolution:    Restore databas e 

¶ If the SQL Server database is not present or accessible on the computer that is running SQL 

Server, restore the database from a backup and reconnect it to SharePoint Foundation 

2010. 
To restore the database from a backup: 

1. Copy the database backup to the SQL Server host. 

2. Restore the database by using the RESTORE SQL Server  command. For more 

information about the RESTORE command, see http://msdn.microsoft.com/en-

us/library/ms186858(SQL.90).aspx. 
To reconnect the database in Central Administration:  



 

 131 

1. On the Central Administration page, click Application Management  and in the 

Databases  section, click Manage content databases . 

2. On the Manage Content Databases page, click Add a content database  and in the 

Web Application  section select the Web application. 

3. In the Database Name and Authentication  section, type the name of the server in the 

Database Server  text box and the database name in the Database Name  text box. 

4. Click OK to save the changes. 
Resolution:    Install correct SQL Server version  

¶ The computer that hosts the database server role must have Microsoft SQL Server 2005 

Service Pack 3 Cumulative Update (CU) 3 or SQL Server 2008 Service Pack 1 CU 2 

installed. You can either install or upgrade the server to the correct version of SQL Server. 
  

 Note:  

You must have db_owner permissions to the database to perform the following task. 
  
Resolution:    Select the correct SQL Server collation  

1. Connect to the computer on which SQL Server is running by using an account with 

db_owner permissions to the database. 

2. In SQL Server Management Studio, in the Object Explorer  navigation pane, expand the 

Databases  node. Right-click the specific database that was indicated in event 4972, and 

then click Properties . 

3. On the General  tab, the collation is listed in the Maintenance  section. 

4. To change the collation, open the Options  page. 

5. Select the correct collation from the Collation  box. 
Resolution:    Change database to Read / Write  

¶ Change the database so that it can be both read from and written to (read/write) by 

performing the following steps to increase the size of the database. 

 Note:  

You must have db_owner access to the database to perform this action. 
To increase the size of the database: 

1. In SQL Server Management Studio, in the Object Explorer  navigation pane, expand the 

server node, and then expand the Databases node. 

2. Right-click the database you want, and then click Properties . The database name is 

provided in the event message. 

3. In the Database Properties  dialog box, in the navigation pane, click Files . 

4. In the Database files  section, in the Autogrowth  column, click the ellipsis for the 

database file. 

5. In the Change Autogrowth  dialog box, in the Maximum File Size  section, if the 

Restricted File Growth  option is selected, increase the maximum file size in the box to 

the right. You can also configure the database to grow without restrictions by selecting 

the Unrestricted File Growth  option. 

6. Click OK to save changes. 
Verify that any database issues have been resolved  

1. In the SharePoint Management Shell, run the Windows PowerShell command Get-SPSite | 

Format -Table -Property ID,WebApplication,ContentDatabase  to obtain a list of the sites 

for each Web application to list all sites in the various databases, and locate one site in each 

database. 

2. Browse to the site. 
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Audience compilation f ailed - Event 5693 
(SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Audience compilation failed 
Event ID:    5693 
Summary:    To make it easier to target specific information to specific users, Microsoft 
SharePoint Server 2010 administrators can define rules that dynamically compile users into 
audiences. For example, all salespeople in the company can be compiled into an audience 
named Sales. If the audience compilation process fails, this event is logged. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Users see more information than administrators intended for them to see. 

¶ This event appears in the event log: Event ID: 5693  Description: Failed to compile 

audience. Exception was: '<Exception>'. 
Cause:    One or more of the audience rules is not correctly defined or the User Profile service 
cannot access the parameter values for the rule ð for example, the information for a particular 
user is not accessible. 
Resolution:    Manually compile the audience rule  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group. 

2. On the Central Administration Home page, click Application Management . 

3. On the Application Management page, in the Service Applications  section, click Manage 

service applica tions . 

4. On the Service Applications page, click the User Profile Service. 

5. On the User Profile Service page, in the People  section, click Manage Audiences . 

6. On the View Audiences page, click the audience, and, from the context menu, click 

Compile . 
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Synchro nizing data between SharePoint 
Server and directory failed - Events 6000 -
6099 (SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Synchronizing data between SharePoint Server and directory failed 
Event ID:    6000-6099 
Summary:    Synchronizing data between Microsoft SharePoint Server and the directory failed. 
Symptoms:    One or more of the following events appear in the event log: Event ID: 6000-6099. 
For the description, see the event details. 
Cause:    These failures indicate that the User Profile Synchronization service was configured 
incorrectly or that corrupted data is being synchronized from SharePoint Server 2010 ð for 
example, a required attribute such as an account name is missing. 
Resolution:    Verify the User Profile Synchronization serv ice credentials  

1. On the Central Administration Home page, click Application Management , and in the 

Service Applications  section, click Manage service applications . 

2. On the Service Applications page, click the User Profile service application. 

3. On the User Profile Service page, in the Synchronization  section, click Configure 

Synchronization Connections . 

4. Right click the connection, and then click Edit Connection . 

5. Verify that the credentials and rights containers are provided in the connection. Verify that 

the credentials have sufficient permissions to read and write data in the directory, and also 

ensure that the User Profile Synchronization service is targeting the correct organizational 

units in the directory. 
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SharePoint Foundation failed to create a site 
- Event 6141 (SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    SharePoint Foundation failed to create a site 
Event ID:    6141 
Summary:    In Microsoft SharePoint Foundation 2010, administrators can create new 
SharePoint sites. Site owners and ð depending on the site settings ð site visitors can create 
subsites. This alert indicates that an attempt to create a new SharePoint site has failed. 
Symptoms:    This event might appear in the event log: Event ID: 6141  Description: The site 
<Site Name> could not be created. The following exception occurred: <Exception Details>. 
Cause:    One or more of the following could cause this:. 

¶ A configuration error. 

¶ The user does not have sufficient permission to create the site. 

¶ The user attempted to create a site with a non-valid character in the site name, such as '+'. 
To determine the specific error, see the exception text in the event description. 
Resolution:    User must request access  

¶ If Event 6141 has the description of: 'The site %SiteURL% could not be created.  The 

following exception occurred: Access denied.'  This means the user does not have 

permission to create a SharePoint site.  Users will need to request access to the SharePoint 

site so that a SharePoint Administrator can update their permissions. 
Instruct the user to follow these steps: 

¶ On the home page of the site, in the upper right corner of the page, click next to ñWelcome, 

<user name>ò. 

¶ Click Request Access . 

¶ On the Request Access page, type a deception of your request, if needed, and click Send 

Request . 
Resolution:    User must use a different URL  

¶ If Event 6141 has the description of: 'The site %SiteURL% could not be created.  The 

following exception occurred: Invalid character in Web name %SiteName%.'  This means 

the user attempted to create the site using an invalid character.  Instruct the user to recreate 

the site without the special character such as '+' in the site name. 
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Unable to load authentication provider - 
Event 6143 (SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    Unable to load authentication provider 
Event ID:    6143 
Summary:    To authenticate users, Microsoft SharePoint 2010 Products uses the authentication 
providers that are provided by Windows Server 2008 R2 ð such as forms authentication or Web 
single sign-on (SSO) authentication ð by other versions of Windows, and by third-party 
vendors.  
When using Kerberos v5 authentication, the service account used by the Internet Information 
Services (IIS) application pool for your Web application must be registered in Active Directory as 
a Service Principal Name (SPN) on the domain on which the front-end Web server is a member. 
This error indicates that the role manager or membership provider that is specified for a 
particular Web application is incorrectly configured. 
Sympto ms:    One or more of the following symptoms might appear: 

¶ User authentication fails to work correctly, which prevents users from accessing content. 

¶ User tokens are not updated by using correct role memberships, which prevents users from 

accessing content that they would expect to have access to, based on their roles. 

¶ Event 6143 might appear in the event log with one of the following descriptions:  

¶ Description: Cannot get Membership Provider with name <Membership Provider 

Name>. The membership provider for this process was not properly configured. You 

must configure the membership provider in the .config file for every SharePoint process. 

¶ Description: Cannot get Role Manager with name <Role Manager Name>. The role 

manager for this process was not properly configured. You must configure the role 

manager in the .config file for every SharePoint process. 
Cause:    The role manager or membership provider specified for a particular Web application 
may be incorrectly configured. 
Resolution:    Verify the authenticatio n mode  

1. On the Central Administration Home page Quick Launch, click Security . 

2. On the Security page, in the General Security  section, click Specify authentication 

providers . 

3. On the Authentication Providers page, ensure that the correct Web application is selected. If 

it is not, select the Web application that you want to review. 

4. On the Authentication Providers page, click the zone for which you want to change 

authentication settings. 

5. On the Edit Authentication page, in the Authentication Type  section, review the selected 

authentication type. 

6. If Windows  is selected, review the settings in the IIS Authentication Settings  section. If 

Forms  or Web Single Sign -On is selected, review the settings in the Membership 

Provider Name  and Role Manager Name  sections. 

7. Click Cancel  to close without saving changes. 
Resolution:    Configure Kerberos v  5 authentication mode  

1. You only need to perform this procedure if you are using Kerberos v  5 authentication. 

2. You must be a member of the SharePoint Administrators group to perform this task. 
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3. Contact a domain administrator and ensure that the service account used by the application 

pool is the registered SPN for all domains listed with the Web application. 

 Note:  

If you do not have a specific need for Kerberos v5 authentication, or if you cannot configure the 
SPN, use NTLM authentication instead. If you use Kerberos v5 authentication and cannot 
configure the SPN, only server administrators will be able to authenticate to the site. To change 
the authentication type, see the "Configure NTLM authentication mode" procedure later in this 
article 
For more information about how to configure SharePoint 2010 Products to use Kerberos v5 
authentication, see the Microsoft Knowledge Base article 832769, How to configure a 
Windows SharePoint Services virtual server to use Kerberos v5 authentication and how to 
switch from Kerberos v5 authentication back to NTLM authentication 
(http://go.microsoft.com/fwlink/?LinkId=188483&clcid=0x409). 

Resolution:    Configure NTLM authentication mode  

1. On the Central Administration Home page Quick Launch, click Security . 

2. On the Security page, in the General Security  section, click Specify authentication 

providers . 

3. On the Authentication Providers page, ensure that the correct Web application is selected. If 

it is not, select the Web application that you intend to review. 

4. On the Authentication Providers page, click the zone for which you want to change 

authentication settings. 

5. On the Edit Authentication page, in the Authentication Type  section, select Windows 

authentication . 

6. Under IIS Authentication Settings , ensure that the Integrated Windows authentication  

check box is selected, and then click NTLM. 

7. Click OK to save changes. 
Resolution:    Configure Forms or Web Single Sign -On authentication mode  

1. You only need to perform this procedure if you are using Kerberos v  5 authentication. 

2. You must be a member of the SharePoint Administrators group to perform this task. 

3. Review the documentation for the forms or Web SSO provider. Ensure that the correct 

components for the provider are installed on the server and that the settings for the provider 

are correctly set up in the Web.config file of the IIS directory for the Web application. Record 

the membership provider name and role manager from the Web.config file. 

4. On the Central Administration Home page Quick Launch, click Security . 

5. On the Security page, in the General Security  section, click Specify a uthentication 

providers . 

6. On the Authentication Providers page, click on the correct zone. 

7. On the Edit Authentication page, in the Claims Authentication  section, record the 

ASP.NET Membership provider name . Make sure that this is the same name specified in 

the Web.config file. 

8. Record the ASP.NET Role manager name . Make sure that this is the same name specified 

in the Web.config file. 
  

http://go.microsoft.com/fwlink/?LinkId=188483&clcid=0x409
http://go.microsoft.com/fwlink/?LinkId=188483&clcid=0x409
http://go.microsoft.com/fwlink/?LinkId=188483&clcid=0x409
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User Profile Synchronization Service 
unexpected failure - Events 6300 -6309 
(SharePoint Server 2010)  

Published: May 12, 201 0 
Alert Name:    User Profile Synchronization Service unexpected failure 
Event ID:    6300-6309 
Summary:    The User Profile Synchronization service has experienced a generic, unexpected 
failure. 
Symptoms:    One or more of the following events appear in the event log: Event ID: 6300-6309 
For the description, see the event details. 
Cause:    There can be multiple causes, but primarily these events indicate connectivity failures 
with the User Profile Synchronization service ð for example, the SharePoint farm failed to 
connect to the database for the instance of SQL Server. 
Resolution:    Verify that the database server is running and available  

1. On the database server, in the Services snap-in, verify that the SQL Server 

(MSSQLSERVER) service is running. 
Resolution:    Verify connectivity between the database server and the farm  

1. Log on to Microsoft SQL Server Management Studio as the account provided in the error 

details, click Connect , and then click Database Engine .  

2. Type the server name provided in the error details, and then click Connect . 
Resolution:    Verify the database access credentials  

1. On the Central Administration Home page, click Security , and then click Service 

Applications . 

2. On the Security page, in the General Security section, click Configure service accou nts . 

3. On the Service Accounts page, in the service account drop-down list, click Farm Account . 

4. Verify that this account has sufficient permissions on the database server. 
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Insufficient permissions to write to the 
configuration data cache - Event 6395 
(SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    Insufficient permissions to write to the configuration data cache 
Event ID:    6395 
Summary:    Several features of Microsoft SharePoint Foundation 2010 rely on scheduled 
background processes called timer jobs. Administrators can configure and schedule timer jobs 
by using SharePoint Central Administration. When you use the Services on Server page of the 
SharePoint Central Administration Web site to start or stop a service, a timer job performs this 
action. 
To improve the performance of SharePoint Foundation 2010, most of the data in the 
configuration database in SQL Server 2008 is kept in a local file-system cache, called the 
configuration data cache. SharePoint Foundation 2010 uses the timer service to keep this cache 
synchronized with the configuration database. 
This error indicates that a permissions issue is preventing specific trusted accounts from writing 
to the %systemdrive%\Users\AllUsers\Microsoft\SharePoint\Config directory. 
Symptoms:    The following message might appear in the event log: Event ID: 6395   Insufficient 
permissions to write to the configuration data cache. More information is included below. 
Cause:    The configuration cache directory has security settings that prevent write access to its 
contents. Although configuration objects can be updated farm-wide, the objects are not updated 
locally. 
Resolution:    Assign sufficient permissions to the configuration data cache  

¶ Make sure that the WSS_ADMIN_WPG and WSS_RESTRICTED_WPG local groups have 

been granted permissions to write to the %systemdrive%\Users\All 

Users\Microsoft\SharePoint\Config directory. You must have Modify permissions to the 

directory in order to perform this task. 
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Alternate access mapping update failed - 
Event 6397  (SharePoint 2010 Products)  
Published: May 12, 2010  
Alert Name:    Alternate access mapping update failed 
Event ID:    6397 
Summary:    Several features of Microsoft SharePoint Foundation 2010 rely on scheduled 
background processes called timer jobs. Administrators can configure and schedule timer jobs 
by using SharePoint Central Administration. When you use the Services on Server page of the 
SharePoint Central Administration Web site to start or stop a service, a timer job performs this 
action. 
To improve the performance of SharePoint Foundation 2010, much of the data in the 
configuration database in SQL Server 2008 is kept in a local file-system cache, called the 
configuration data cache. SharePoint Foundation 2010 uses the timer service to keep this cache 
synchronized with the configuration database. Alternate access mapping is a feature of Microsoft 
SharePoint Foundation 2010 for administrators to configure a load-balanced system by mapping 
an incoming URL to alternate URLs that are used by SharePoint Foundation. 
This error occurs when the timer job that is used to update alternate access mappings failed on 
the specified server. 
Symptoms:    One or more of the following symptoms might appear: 

¶ The alternate access mapping settings for Web applications on the local server might not be 

current. 

¶ This event appears in the event log: Event ID: 6397    Alternate Access Mapping failed to be 

updated. Web Application affected: <Web Application>. Current user: <User Name>. More 

information is provided below. 
Cause:    The alternate access mapping specified in the configuration cache was not applied to 
the IIS settings of the local machine. 
  

 Note:  

You must be a member of the Farm Administrators SharePoint group on the Central 
Administration site to perform the following task. 
  
Resolution:    Complete the alternate access mapping update  

¶ The event string for event 6397 provides the alternate access mapping that failed. Try to re-

create the mapping by using the Central Administration site. 
To view or change alternate access mapping settings: 

1. On the Central Administration page, click Application Management  and in the Web 

Applications  section click Configure alternate access mappings . 

2. To edit the mapping, click the mapping you want to change. 
To verify that the alternate access mapping is correct: 

¶ If the SharePoint Administration Service was restarted, in the SharePoint Management 

Shell, run the Windows PowerShell command Start -SPAdminJob  to ensure that all 

tasks required by the administration service were completed. 
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Servic e Instance timer execution failed - 
Event 6398 (SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    SPServiceInstance timer execution failed 
Event ID:    6398 
Summary:    Several features of Microsoft SharePoint Foundation 2010 rely on scheduled 
background processes called timer jobs. Administrators can configure, schedule, and view the 
status of timer jobs by using the SharePoint Central Administration Web site. 
Symptoms:    The following symptom might appear: 

¶ This event appears in the event log: Event ID: 6398   The Execute method of job definition 

<Job Definition Name> (ID Job ID) threw an exception. More information is included below. 

%n%n <Job Details> 
Most Common Job Definitions: 

¶ SPPasswordManagementJobDefinition  
Purpose:   Sends e-mail and logs events for expiring passwords and password changes. 
This timer job ensures that managed passwords are changed before they expire. 

¶ SPGeneratePasswordJobDefinition  
Purpose:   Generates new password for an account, updates the account password, and 
then launches jobs to deploy the new password to everything that uses it. 

¶ SPAdminAppPoolCredentialDeploymentJobDefinition  
Purpose:   Updates the credentials for the administration Internet Information Services 
(IIS) 7.0 application pool in the farm. 

¶ SPContentAppP oolCredentialDeploymentJobDefinition  
Purpose:   Updates the credentials for a content IIS application pool on all servers in the 
farm. 

¶ SPWindowsServiceCredentialDeploymentJobDefinition  
Purpose:   Updates the credentials for a Windows service on every computer in the farm 
where the service is running. 

¶ SPMasterPassphraseDeploymentJobDefinition  
Purpose:   Tells all the front-end Web applications the new passphrase-derived key. 
This job is run when the administrator decides to change the passphrase of the farm. 

Cause:    One or more of the following might be the cause: 

¶ The third-party timer job cannot be found or is corrupt. 

¶ The Microsoft SharePoint Foundation 2010 timer job cannot be found, or is corrupt. 

¶ Most Common Job Causes: 

¶ SPPasswordManagementJobDefinition  
Issue:   Password change timer jobs (SPGeneratePasswordJobDefinition) have not 
been scheduled or updated for farm credentials. Any additions or changes made 
recently to the password change schedules for any credentials in the farm will not be 
updated to match the changes until this job completes successfully. 

¶ SPGeneratePasswordJobDefinition  
Issue:   A scheduled timer job to create a new password for a farm credential failed. The 
current credential value might no longer be valid and has to be updated manually in the 
Active Directory account. If the credentials for the account are still valid, this timer job 
should be restarted. 

¶ SPAdminAppPoolCredentialDeploymentJobDefinition  



 

 141 

Issue:   The new credentials for the Central Administration Web application pool have 
not been updated on the local machine to match the current value that was configured 
for the farm. This might prevent the Central Administration Web application from 
starting. 

¶ SPContentAppPoolCredentialDeploymentJobDefinition  
Issue:   The new credentials for the application pool have not been updated on the local 
machine to match the current value that was configured for the farm. This might prevent 
the application pool from starting. 

¶ SPWindowsServiceCredentialDeploymentJobDefinition  
Issue:   The new credentials for the service have not been updated on the local machine 
to match the current value that was configured for the farm. This might prevent the 
service from starting. 

¶ SPMasterPassphraseDeploymentJobDefinition  
Issue:   The master passphrase for the farm has not been updated on the local machine 
to match the current value that was configured for the farm. This might prevent 
decryption or encryption of the farm encryption key until it is updated locally. 

Resolution:    Determine appropriate resolution  

¶ Review the job definition name found in the event description to determine the appropriate 

resolution: 

¶ SPPasswordManagementJobDefinition  
Resolution:   Restart this timer job. 

¶ SPGeneratePasswordJobDefinition  
Resolution:   Restart this timer job to manually force a password reset. 

¶ SPAdminAppPoolCredentialDeploymentJobDefinition  
Resolution:   Restart this timer job to run administrator deployment jobs locally, in order 
to manually force a password reset. 

¶ SPContentAppPoolCredentialDeploymentJobDefinition  
Resolution:   Restart this timer job to run administrator deployment jobs locally, in order 
to manually force a password reset. 

¶ SPWindowsServiceCredentialDeploymentJobDefinition  
Resolution:   Restart this timer job to run administrator deployment jobs locally, in order 
to manually force a password reset. 

¶ SPMasterPassphraseDeploymentJobDefinition  
Resolution:   Restart this timer job to run administrator deployment jobs locally, in order 
to manually force a password reset. 

For all other timer job resolutions, follow the steps in the next section. To resolve this issue, use 
the resolution that corresponds to the cause you identified in the ñSymptomsò section. After 
performing the resolution steps, see the ñVerifyò section to confirm that the feature is operating 
properly. 
  

 Note:  

You must be a member of the Farm Administrators SharePoint group to perform these tasks. 
  
Resolution:    Configure faulty timer job  

¶ If the faulty assembly cannot be found or is corrupt, and if it is not a SharePoint Foundation 

2010 assembly, and if the timer definition is a recurring job, you must disable the faulty timer 

job. 
To disable the faulty timer job: 
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1. On the Central Administration page, click Monitoring  and in the Timer Jobs  section 

click Review Job Definitions . 

2. Locate the timer job in the list and click the timer definition name. 

3. On the Edit Timer Job page, click Disable . 
Disabled timer jobs are displayed as Disabled  in the Schedule Type  column. 
To enable the faulty timer job: 

1. On the Central Administration page, click Monitoring   and in the Timer Jobs   section 

click Review Job Definitions . 

2. Locate the timer job in the list and click the timer definition name. 

3. On the Edit Timer Job page, click Enable . 
  

 Note:  

To perform the following procedure, you must be a member of the Administrators group on the 
local computer. 
  
Resolution:    Repair Windows SharePoint Services installation  

¶ If the faulty assembly cannot be found or is corrupt, and is a Microsoft SharePoint 

Foundation assembly, you must repair the  SharePoint Foundation installation to restore or 

repair the assembly. 

 Note:  

Repairing the installation requires that you restart the server. Web application modifications and 
other settings changes will be preserved. 
To repair the SharePoint Foundation installation: 

¶ Run the Microsoft SharePoint Foundation 2010 setup wizard, select the Repair  option, 

and click Continue . 
To verify that the timer job is working: 

¶ If the timer job was a recurring job, go to the Timer Job Definition page, and enable the 

timer job. The job should run at the next normally scheduled interval. 

¶ If the timer job was a one-time-only job, retry the command that triggered the timer job. 
  



 

 143 

 

ULS not enough free disk space - Event 6457 
(SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    ULS not enough free disk space 
Event ID:    6457 
Summary:    The Microsoft SharePoint Foundation Tracing (SPTracev4) service is used by 
Microsoft SharePoint Foundation 2010 to manage trace message output. When trace logging is 
turned on, administrators can specify the path that is to be used to store the trace logs. This log 
file is used by many applications that are built on top of SharePoint Foundation. The trace log 
contains information that is useful for diagnosing server problems. SharePoint Foundation 2010 
could not write to the trace log. This event occurs when not enough free space is available for 
logging. 
Symptoms:    The following symptoms might appear: 

¶ The trace log shows no new data. 

¶ This event appears in the event log: Event ID: 6457   Description: Not enough free disk 

space available. The tracing service has temporarily stopped outputting trace messages to 

the log file. Tracing will resume when more than <# of MBs needed to resume logging> MB 

of disk space becomes available. 
Cause:    The configured log location does not have sufficient free disk space for logging. 
Resolution:    Free up disk space  

1. Use Disk Cleanup to free up disk space where the trace logs are stored. 

2. Verify that the trace log has enough disk space to run properly. 

3. If the trace log does not have enough disk space, clean up the Temp folders on the drive. 

4. If this procedure does not solve the problem, it is also possible to relocate the trace log file 

to a partition that has more drive space. 
Resolution:    Relocate the log file  

1. On the SharePoint Central Administration Web site, click Monitoring  and in the Reporting  

section, click Configure diagnostic logging . 

2. On the Diagnostic Logging page, in the Trace Log  section, type the new location for the 

trace log files in the Path  text box. 

3. Click OK. 
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Access  denied for writing to registry - Event 
6588 (SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    Access denied for writing to registry 
Event ID:    6588 
Summary:    This error occurs when an Internet Information Services application pool that is 
used by Microsoft SharePoint Foundation 2010 attempts to update a registry key and is denied 
access because the service account that is used by the application pool has inadequate 
permissions. 
Symptoms:    The following symptoms might appear: 

¶ Registry keys might not be updated correctly to reflect configured settings. 

¶ This event appears in the event log: Event ID: 6588   Description: The application pool 

account <Account Name> cannot write registry key <Key Name> at <Key Location>. 

Additional information is below. 
Cause:    The service account for the IIS application pool that SharePoint Foundation 2010 does 
not have appropriate access permissions to write to a registry key. 
Resolution:    Grant correct permissions to the application pool account  

¶ The Web application pool account does not have sufficient permissions to write to the 

registry or to a file on disk. First, try to fix SharePoint Foundation 2010 permissions by using 

the Psconfig command-line tool. If that does not solve the problem, use the following 

procedures in order. First determine which account is used for the Web application. 

 Note:  

You must be a member of the Farm Administrators SharePoint group to perform the following 
procedures. 
To fix SharePoint Foundation 2010 permissions: 

1. Open a Command Prompt window and at the command prompt, type:  
cd /d %commonprogramfiles% \Microsoft Shared \Web server extensions \14\BIN 

2. Fix the permissions on the server by entering the following command: 
psconfig -cmd secureresources  

3. Restart IIS and make the changes by entering the following command at the command 

prompt:iisreset /noforce  
To determine the account for the Web application: 

1. In the IIS Manager, in the Connections  pane, expand the server node and then click 

Application Pools . 

2. In the reading pane, in Features View, in the Identity  column, note the account for the 

application pool that you identified. 
To manually set the required group account for the Web application pool account on the 
computer: 

1. Click Start , click Administrative Tools , and then click Compute r Management . 

2. In the tree view, expand Local Users and Groups , and then click the Groups  folder. 

3. In the reading pane list, right-click WSS_WPG and click Add to Group . 

4. In the WSS_WPG Properties  dialog box, add the Web application pool account by 

clicking Add. 
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To grant required permissions for the Web application pool account to a folder: 

1. On the SharePoint Foundation computer, locate the folder identified in event 6588 or 

6589. 

2. Right-click the folder and select Properties . 

3. In the Properties  dialog box, on the Security  tab, in the Group or user names  section, 

select Everyone , and then click Edit .  

 Note:  

Incorrectly editing the registry might severely damage the system. Before making changes to the 
registry, back up any valued data on the computer. 

4. In the Permissions for <foldername>  dialog box, click Add  to add the Web application 

pool account. The account requires Write permission. 
To grant the required permissions for the Web application pool account to a registry key: 

1. Click the Start  button, click All Pr ograms , click Accessories , and then click Run . 

2. Type regedit , and then click OK. 

3. In the Registry Editor, in the tree view, locate the registry key that is identified in event 

6588 or 6589. 

4. Right-click the registry key and select Permissions . 

5. In the Permissi ons  dialog box, click Add  to add the Web application pool account. The 

account will require Write permission. 
To verify: 

¶ Retry the operation that previously failed. 
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Access denied for writing to disk - Event 
6589 (SharePoint 2010 Products)  

Published: Ma y 12, 2010 
Alert Name:    Access denied for writing to disk 
Event ID:    6589 
Summary:    This error occurs when anInternet Information Services (IIS) 7.0 application pool 
used by Microsoft SharePoint Foundation 2010 attempts to update a file or folder and is denied 
access because the service account used by the application pool has inadequate permissions. 
Symptoms:    The following symptoms might appear: 

¶ Files might not be updated correctly to reflect configured settings. 

¶ This event appears in the event log: Event ID: 6589   Description: The application pool 

account <Account Name> has insufficient permissions to write file <File Name> at <File 

Location>. Additional information is below. 
Cause:    The service account for the IIS application pool that SharePoint Foundation 2010 uses 
does not have appropriate permissions to write to a file or folder in the NTFS file system. 
Resolution:    Grant correct permissions to the application pool account  

¶ The Web application pool account does not have sufficient permissions to write to the 

registry or to a file on disk. First, try to fix SharePoint Foundation 2010 permissions by using 

the Psconfig command-line tool. If that does not solve the problem, use the following 

procedures in order. First determine which account is used for the Web application. 

 Note:  

You must be a member of the Farm Administrators SharePoint group to perform the following 
procedures. 
To fix SharePoint Foundation 2010 permissions: 

1. Open a Command Prompt window and at the command prompt, type:  
cd /d %c ommonprogramfiles% \Microsoft Shared \Web server extensions \14\BIN 

2. Fix the permissions on the server by entering the following command: 
psconfig -cmd secureresources  

3. Restart IIS and make the changes by entering the following command at the command 

prompt: ii sreset /noforce  
To determine the account for the Web application: 

1. In the IIS Manager, in the Connections  pane, expand the server node and then click 

Application Pools . 

2. In the reading pane, in Features View, in the Identity  column, note the account for the 

application pool that you identified. 
To manually set the required group account for the Web application pool account on the 
computer: 

1. Click Start , click Administrative Tools , and then click Computer Management . 

2. In the tree view, expand Local Users and Gro ups  and click Groups . 

3. In the reading pane list, right-click WSS_WPG groups and click Add to Group .  

4. In the WSS_WPG Properties  dialog box, add the Web application pool account by 

clicking Add . 
To grant required permissions for the Web application pool account to a folder: 
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1. On the SharePoint Foundation computer, locate the folder identified in event 6588 or 

6589. 

2. Right-click the folder and select Properties . 

3. In the Properties  dialog box, on the Security  tab, in the Group or user names  section, 

select Everyone , and then click Edit .  

 Note:  

Incorrectly editing the registry might severely damage the system. Before making changes to the 
registry, back up any valued data on the computer. 

4. In the Permissions for <foldername>  dialog box, click Add  to add the Web application 

pool account. The account requires Write permission. 
To grant the required permissions for the Web application pool account to a registry key: 

1. Click the Start  button, click All Programs , click Accessories , and then click Run . 

2. Type regedit , and then click OK. 

3. In the Registry Editor, in the tree view, locate the registry key identified in event 6588 or 

6589. 

4. Right-click the registry key and select Permissions . 

5. In the Permission  dialog box, click Add  to add the Web application pool account. The 

account will require Write permission. 
To verify: 

¶ Retry the operation that previously failed. 
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Application pool account must be registered 
as Kerberos - Event 6590 (SharePoint 2010 
Products)  

Published: May 12, 2010  
Alert Name:    Application pool account must be registered as Kerberos 
Event ID:    6590 
Summary:    Microsoft SharePoint Foundation 2010 can use the authentication providers that 
are provided by Windows Server 2008 to authenticate users. For example, Microsoft SharePoint 
Foundation can use forms-based authentication or Web single sign-on. 
When using the Kerberos version 5 authentication protocol, the service account that is used by 
the Internet Information Services (IIS) application pool for your Web application must be 
registered in Active Directory Domain Services (AD DS) as an SPN on the domain on which the 
front end Web server is a member. 
Symptoms:    This event appears in the event log: Event ID: 6590    Description: The application 
pool account has insufficient permissions to add user accounts to Active Directory. When using 
Kerberos authentication, the service account used by the Internet Information Services (IIS) 
application pool for your Web application must be registered in Active Directory as a Service 
Principal Name (SPN) on the domain on which the Web front-end is a member. 
Cause:    One or more of the following might be the cause: 

¶ If using Kerberos v5 authentication, the Web application pool account is not a registered 

security provider name. 

¶ If using either forms-based authentication or Web single sign-on, the authentication provider 

could not be loaded because no membership provider name was specified. 

¶ The Web application pool must be restarted for changes to be saved. 
  

 Note:  

You must be a member of the Farm Administrators SharePoint group to perform the following 
action. 
  
Resolution:    Determine which authentication type the site is using  

1. On the SharePoint Central Administration Web site, on the Quick Launch click Security  and 

in the General Security  section click Specify Authentica tion Providers . 

2. On the Authentication Providers page, select the correct Web application. To select a Web 

application, click the Web Application  drop-down list arrow and click Change Web 

Application . In the Select Web Application  dialog box, click the correct Web application. 

3. On the Authentication Providers page, click the zone for the site from the list. 

4. On the Edit Authentication page, the authentication type is displayed in the IIS 

Authentication Settings  section. 
Resolution:    Register the application p ool account as an SPN  

¶ The Web application pool account is not a registered security provider name (SPN). Contact 

a domain administrator and make sure that the service account that is used by the 

application pool is the registered SPN for all domains listed with the Web application. 
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 Note:  

You must be a member of the Farm Administrators SharePoint group to perform the following 
tasks. 
 Resolution:    Specify membership provider name and a role manager  

1. On the Central Administration page, on the Quick Launch click Security  and in the General 

Security  section click Specify authentication providers . 

2. On the Authentication Providers page, select the zone for which you want to change 

authentication settings. 

3. On the Edit Authentication page, in the Authenticati on Type  section select either the 

Forms  or Web single sign -on  authentication option. Windows authentication is selected by 

default. 

4. Click Save. 

5. In the Membership Provider Name  section, type the name in the Membership provider 

name  text box. 

6. In the Role Man ager Name  section, type the name in the Role manager name  text box. 

7. Click Save. 
Resolution:    Edit authentication settings for a zone  

1. On the Central Administration page, on the Quick Launch click Security , and in the General 

Security  section click Specify authentication providers . 

2. On the Authentication Providers page, select the zone for which you want to change 

authentication settings. 

3. On the Edit Authentication page, in the Authentication Type  section select the 

authentication option. Windows authentication is selected by default. 

4. In the IIS Authentication Settings  section, select the setting. Integrated Windows 

authentication  ð NTLM is selected by default. If you select Negotiate (Kerberos)  you 

must perform additional steps to configure authentication. 

5. Click Save. 
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SMTP service not running - Event 6599 
(SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    SMTP service is not running 
Event ID:    6599 
Summary:    Microsoft SharePoint 2010 Products sends alerts and other SharePoint 2010 
Products administration messages by using a Simple Mail Transfer Protocol (SMTP) mail server. 
When SharePoint 2010 Products is configured to receive incoming e-mail, the SMTP service 
delivers e-mail messages to a drop folder. A SharePoint timer job scans the drop folder and 
inserts the messages into SharePoint lists. 
Symptoms:    One or more of the following symptoms might appear: 

¶ SharePoint 2010 Products does not receive incoming e-mail. 

¶ Some front-end Web servers receive incoming e-mail while others do not. 

¶ This event appears in the event log: Event ID: 6599  Description: there was an error 

connecting to the Windows SMTP service. 
Cause:    Automatic configuration for incoming e-mail is enabled and the Windows SMTP service 
is not installed on one or multiple servers, or the Windows SMTP service is not running on one 
or multiple servers. 
  

 Note:  

The SMTP server is not installed by default. SMTP can be added by using the Features 
Summary area of Server Manager in Windows Server 2008 R2. 
  
Resolution:    Config ure outgoing e -mail settings in Central Administration  

 Note:  

SMTP is turned off by default in SharePoint Server 2010. 
On the Central Administration Home page, click System Settings , and in the E-Mail and 
Text Messages (SMS)  section, click Configure Ou tgoing E -Mail Settings . 

1. On the Outgoing E-Mail Settings page, in the Mail Settings  section, type the correct SMTP 

server in the Outbound SMTP server  box. 
Resolution:    Enable and configure the SMTP service  

¶ Perform the steps in the following article: Configure SMTP E-mail (IIS 7) 

(http://technet.microsoft.com/en-us/library/cc772058(WS.10).aspx). 
Resolution:    Star t the SMTP service  

 Note:  

In Internet Information Services (IIS) 6.0 Manager, connect to the SMTP server. 
Expand the server node, and look for the SMTP virtual server used by SharePoint 2010 
Products. 

1. Right-click the correct virtual server, and then click Start . 
  

http://technet.microsoft.com/en-us/library/cc772058(WS.10).aspx
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Event handler failed to load - Event 6644 
(SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    Event handler failed to load 
Event ID:    6644 
Summary:    In Microsoft SharePoint Server 2010, you can bind an event handler to an event 
host (such as an entire site, a list, or a document library). By binding an event handler to an 
event host, you can use document library events to start other processes, such as workflow 
processes. 
Symptoms:    This event appears in the event log: Event ID: 6644 Description: Event manager 
error: <error>. 
Cause:    One or more of the following might be the cause: 

¶ The custom event receiver assembly cannot be found, or it is corrupted. 

¶ The SharePoint Server 2010 assembly cannot be found, or it is corrupted. 
Resolution:    Contact the manufacturer of the faulty custom event receiver  

¶ If the faulty assembly is corrupted, and it is not a SharePoint Server 2010 assembly, contact 

the manufacturer of the faulty event receiver assembly for more information. 
Resolution:    Repair your product installation  

1. Repairing the installation will require you to restart the server. Web application modifications 

and other changes to settings will be preserved. 

 Note:  

You must be a member of the Administrators group on the local computer to perform this task. 
To repair the Microsoft SharePoint Server 2010 installation: 

a) In Control Panel, open Programs and Features . 

b) Select your installation of SharePoint Server 2010 from the list, and then click 

Change . 

c) In the SharePoint Products Configuration Wizard, select Repair , and then click 

Continue . 

d) After completing the changes in the SharePoint Products Configuration Wizard, 

verify that the event handler assembly is either repaired or removed from all farm 

servers. 

e) Retry the operation that triggered the event handler. These events should not 

continue to appear in the Windows event log. 
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Product Help Library Permission - Event 
6769 (SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    Product Help Library Permissions 
Event ID:    6769 
Summary:    Microsoft SharePoint Foundation requires that specific permissions be set on the 
Product Help Library to correctly display Help to users. For this event ID the SCOM monitor 
monitors the permission configuration for this library. The Product Help Library is located in the 
Help Site Collection under the SharePoint Central Administration Web application. 
Symptoms:    The following symptoms might appear: 

¶ End users cannot access the product Help. 

¶ This event appears in the event log: Event ID: 6769   Description: Unable to refresh 

permissions for Product Help Library Site Collection. 
Cause:    A problem with refreshing permissions for the Product Help Library Site Collection. 
Resolution:    Reset Permissions  

¶ Reset the permission configuration by using a Psconfig job or a Windows PowerShell 

cmdlet. 
To reset the permission configuration by using a Psconfig job: 

¶ Open a Command Prompt window and at the command prompt, type psconfig -cmd 

helpcollections -install . 
To reset the permission configuration by using a Windows PowerShell cmdlet: 

¶ Click Start , click All Programs , click Microsoft SharePoint 2010 Products , and then 

click SharePoint Management Shell . A Command Prompt window opens. 

¶ Type the Windows PowerShell command Install -SPHelpCollection -All . 
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Cannot  resolve name of the outbound SMTP 
server - Event 6856 (SharePoint 2010 
Products)  

Published: May 12, 2010  
Alert Name:    Cannot resolve name of the outbound SMTP server 
Event ID:    6856 
Summary:    Microsoft SharePoint Foundation 2010 sends alerts and other administration 
messages by using an SMTP mail server. You can specify which SMTP server to use, and you 
can set the e-mail address to use for sending alerts and receiving replies for all sites, by using 
the Outgoing E-Mail Settings page of the SharePoint Central Administration Web site. 
Symptoms:    The following symptoms might appear: 

¶ Cannot send e-mail by using SPUtility.SendEmail 

¶ Cannot send e-mail messages, including alert e-mail, confirmation e-mail, invitation e-mail, 

and e-mail about exceeding quota  

¶ This event appears in the event log: Event ID: 6856   Description: Cannot resolve name of 

SMTP host <host id>. 
Cause:    One or more of the following might be the cause: 

¶ Microsoft SharePoint Foundation cannot connect to the SMTP host. 

¶ SharePoint Foundation 2010 cannot resolve the name of the outbound SMTP server. 
To resolve this issue, use the resolution that corresponds to the cause that you identify. After 
performing the resolution, see the ñVerify that an e-mail message is sentò section at the end of 
this article to confirm that the feature is operating properly. 
  

 Note:  

You must be a member of the Farm Administrators SharePoint group to perform the following 
actions. 
  
Resolution:    Start and configure the SMTP service  

1. Start the Internet Information Services Manager 6.0 Manager and in the tree view expand 

the name of the server. 

2. Right-click the SMTP virtual server that is used by SharePoint Foundation (for example, 

Default SMTP Virtual Server), and then click Start . 

3. To configure the virtual server, right-click the virtual server and click Properties .  

4. On the Delivery  tab, click Outbound Security . 

5. In the Outbound Security  dialog box, either the Anonymous access  or Integrated 

Windows Authentication  option is selected. If Integrated Windows authentication is 

selected, make sure that the SharePoint Foundation Central Administration application pool 

account has access to the SMTP service. Select the Account  and Password  check boxes, 

and type the Windows account name and password that grants you access to the computer 

to which you connect. 
Resolution:    Configure outgoing e -mail settings in Central Administration  
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1. On the Central Administration page, click System Settings  and in the E-Mail  section click 

Configure Outgoing E -Mail Settings . 

2. On the Outgoing E-Mail Settings page, in the Mail Settings  section, type the correct SMTP 

server in the Outbound SMTP server  text box. 
Verify that an e -mail alert is sent  

1. Navigate to a SharePoint Foundation Web site that has a list of any type. 

2. Click an item in the list. 

3. Click an item in the list and on the ribbon, click Share & Track . 

4. Click Alert Me  and from the menu select For this item . 

5. In the New Alert  dialog box, in the Send Alerts To  section, type the account name in the 

Users  text box. 

6. After verifying other settings, click OK. 
An e-mail message is sent to the e-mail Inbox informing you that you have created a new 
alert. 
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Cannot connect to SMTP host - Event 6857 
(SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    Cannot connect to SMTP host 
Event ID:    6857 
Summary:    Microsoft SharePoint Foundation 2010 sends alerts and other administration 
messages by using an SMTP mail server. You can specify which SMTP server to use to send 
the alerts, and you can set the e-mail address to use for sending alerts and receiving replies for 
all sites, by using the Outgoing E-Mail Settings page on the SharePoint Central Administration 
Web site. 
Symptoms:    The following symptoms might appear: 

¶ Cannot send e-mail by using SPUtility.SendEmail 

¶ Cannot send e-mail messages, including alert e-mail, confirmation e-mail, invitation e-mail, 

e-mail about exceeding quota 

¶ This event appears in the event log: Event ID: 6857   Description: Cannot resolve name of 

SMTP host <host id>. 
Cause:    One or more of the following might be the cause: 

¶ Microsoft SharePoint Foundation cannot connect to the SMTP host. 

¶ SharePoint Foundation cannot resolve name of the outbound SMTP server. 
  

 Note:  

You must be a member of the Farm Administrators SharePoint group to perform the following 
actions. 
  
Resolutio n:    Start and configure the SMTP service  

1. In Internet Information Services (IIS) 6.0 Manager, connect to the SMTP server. 

2. Expand the server node and look for the SMTP virtual server that is used by SharePoint 

Foundation. 

3. Right-click the correct virtual server and click Start . 

4. To configure the virtual server, open the virtual server's properties. 

5. On the Delivery  tab, click Outbound Security . 

6. In the Outbound Security  dialog box, select either Anonymous access  or Integrated 

Windows Authentication . If you select Integrated Windows authentication, make sure that 

the SharePoint Foundation Central Administration application pool account is authenticated 

on the SMTP server by selecting the Account  and Password  check boxes. 
Resolution:    Configure outgoing e -mail set tings in Central Administration  

1. On the Central Administration page, click System Settings  and in the E-Mail  section click 

Configure Outgoing E -Mail Settings . 

2. On the Outgoing E-Mail Settings page, in the Mail Settings  section, type the correct SMTP 

server in the Outbound SMTP server  text box. 
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Error occurred while communicating with 
SMTP server - Event 6858 (SharePoint 2010 
Products)  

Published: May 12, 2010  
Alert Name:    Error occurred while communicating with SMTP server 
Event ID:    6858 
Summary:    Microsoft SharePoint Foundation 2010 sends alerts and other administration 
messages by using an SMTP mail server. You can specify which SMTP server to use to send 
the alerts, and you can set the e-mail address to use for sending alerts and receiving replies for 
all sites, by using the Outgoing E-Mail Settings page on the SharePoint Central Administration 
Web site. 
Symptoms:    The following symptoms might appear: 

¶ Cannot send e-mail using SPUtility.SendEmail 

¶ Cannot send e-mail messages, including alert e-mail, confirmation e-mail, invitation e-mail, 

e-mail about exceeding quota 

¶ This event appears in the event log: Event ID: 6858   Description: Cannot resolve name of 

SMTP host <host id>. 
Cause:    One or more of the following might be the cause: 

¶ Microsoft SharePoint Foundation cannot connect to the SMTP host. 

¶ SharePoint Foundation cannot resolve name of the outbound SMTP server. 
To resolve this issue, use the resolution that corresponds to the cause that you identify. After 
performing the resolution, see the ñVerify that an e-mail alert is sentò section at the end of this 
article to confirm that the feature is operating properly. 
  

 Note:  

You must be a member of the Farm Administrators SharePoint group to perform the following 
actions. 
  
Resolution:    Start and conf igure the SMTP service  

1. In Internet Information Services (IIS) 6.0 Manager, connect to the SMTP server. 

2. Expand the server node and look for the SMTP virtual server used by SharePoint 

Foundation. 

3. Right-click the correct virtual server, and then click Start . 

4. To configure the virtual server, open the virtual server's properties. 

5. On the Delivery  tab, click Outbound Security . 

6. In the Outbound Security  dialog box, select either Anonymous access  or Integrated 

Windows Authentication . If you selected Integrated Windows Authentication, make sure 

that the Windows SharePoint Services Central Administration application pool account is 

authenticated on the SMTP server by selecting the Account  and Password  check boxes. 
Resolution:    Configure outgoing e -mail settings in Cent ral Administration  

1. On the Central Administration page, click System Settings  and in the E-Mail  section click 

Configure Outgoing E -Mail Settings . 

2. On the Outgoing E-Mail Settings page, in the Mail Settings  section type the correct SMTP 

server in the Outbound  SMTP server  text box. 
Verify that an e -mail alert is sent  
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1. Navigate to a SharePoint Foundation Web site that has a list of any type. 

2. Click an item in the list. 

3. Click an item in the list and on the ribbon, click Share & Track . 

4. Click Alert Me  and from the menu select For this item . 

5. In the New Alert  dialog box, in the Send Alerts To  section, type the account name in the 

Users  box. 

6. After verifying other settings, click OK. 
An e-mail message is sent to the e-mail Inbox informing you that you have created a new 
alert. 
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SharePoint lists cannot receive e -mail - 
Event 6872 (SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    SharePoint lists cannot receive e-mail 
Event ID:    6872 
Summary:    The Microsoft SharePoint 2010 Products incoming e-mail service processes e-mail 
messages to be added to SharePoint lists. The service processes mail that the Windows Simple 
Mail Transfer Protocol (SMTP) service added to a drop folder. 
Symptoms:    One or more of the following symptoms might appear:  

¶ SharePoint lists do not receive incoming e-mail. 

¶ Duplicate items appear in lists that are receiving incoming e-mail. 

¶ This event appears in the event log:  Event ID: 6872 Description: the incoming email service 

cannot access the drop directory or doesn't have sufficient permissions. 
Cause:    One or more of the following might be the cause: 

1. The SharePoint timer service does not have read permissions on the drop folder. 

2. The specified drop folder specified doesn't exist. 

3. The SharePoint timer service does not have write permissions on the drop folder. 
Resolution:    Configure the drop directory in IIS  

¶ In the Internet Information Services (IIS) 6.0 Manager snap-in, expand the Server node. 

¶ In the SMPT Virtual Server  node, double-click Domains . 

¶ Right-click the domain, and then click Properties . 

¶ Record the location of the drop directory. If no drop directory exists, create one. 

¶ Grant the SharePoint timer service permissions to the drop directory. 
Resolution:    Configure the incoming email settings  

¶ On the Central Administration Home page, click System Settings . 

¶ On the System Settings page, in the E-Mail and Text Messages (SMS)  section, click 

Configure incoming email settings . 

¶ On the Configure Incoming E-mail Settings page, if the Advanced  option is selected in the 

Directory Management Ser vice  section, type the location of the drop directory from the 

previous procedure in the E-mail drop folder  box, and then click OK. 
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E-mail service cannot deliver e -mail - Event 
6873 (SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    E-mail service cannot deliver e-mail 
Event ID:    6873 
Summary:    The Microsoft SharePoint 2010 Products e-mail service processes e-mail destined 
for insertion into SharePoint lists. The service processes mail that the Windows Simple Mail 
Transfer Protocol (SMTP) service added to a drop folder. 
Symptoms:    One or more of the following symptoms might appear: 

¶ SharePoint lists do not receive e-mail. 

¶ This event appears in the event log: Event ID: 6599  Description: an error occurred while 

processing incoming email 
Cause:    One or more of the following might be the cause: 

¶ There is no corresponding SharePoint list for the recipient of an e-mail. 

¶ The sender does not have sufficient permissions to add content to the SharePoint list. 
Resolution:    Verify that the list is c onfigured to receive e -mail  

1. In the list provided in the event details, on the List  menu, click List Settings . 

2. On the List Settings page, under Communications , click Incoming e -mail settings . 

3. Verify the following: 

¶ The correct e-mail address is entered in the E-mail address  box. 

¶ The Yes option is selected under Allow this document library to receive e -mail?  
Resolution:    Grant the sender the appropriate permissions to the recipient list  

1. In the list provided in the event details, on the List  menu, click List S ettings . 

2. On the List Settings page, under Permissions and Management , click Permissions for 

this list . 

3. Verify that the user account provided in the event details has at least Contributor  

permissions to the list. 
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Event receiver failed - Event 6875 
(SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    Event receiver failed 
Event ID:    6875 
Summary:    In Microsoft SharePoint Server 2010, you can bind an event handler to an event 
host (such as an entire site, a list, or a document library). By binding an event handler to an 
event host, you can use document library events to start other processes, such as workflow 
processes. 
Symptoms:    This event appears in the event log: Event ID: 6875 Description: Error loading and 
running event receiver <receiver name> in <receiver location>. Additional information is below. 
<additional information>. 
Cause:    One or more of the following might be the cause: 

¶ The custom event receiver assembly cannot be found, or it is corrupted. 

¶ The SharePoint Server 2010 assembly cannot be found, or it is corrupted. 
Resolution:    Contact the manufacturer of the faulty event receiver  

1. If the faulty assembly is corrupted, and it is not a SharePoint Server 2010 assembly, contact 

the manufacturer of the faulty event receiver assembly for more information. 
Resolution:    Repair your product installation  

1. Repairing the installation will require you to restart the server. Web application modifications 

and other changes to settings will be preserved. 

 Note:  

You must be a member of the Administrators group on the local computer to perform this task. 
To repair SharePoint Server 2010 installation: 

a) In Control Panel, open Programs and Features . 

b) Select your installation of SharePoint Server 2010 from the list, and then click 

Change . 

c) In the SharePoint Products Configuration Wizard, select Repair , and then click 

Continue . 

d) After completing the changes in the SharePoint Products Configuration Wizard, 

verify that the event handler assembly is either repaired or removed from all farm 

servers. 

e) Retry the operation that triggered the event handler. These events should not 

continue to appear in the Windows event log. 
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Service instance provisioning failed - Event 
7034 (SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Service instance provisioning failed 
Event ID:    7034 
Summary:    An attempt to start or stop a service instance failed on a server in your farm 
because the service instance provisioning failed. 
Symptoms:    This event might appear in the event log:  Event ID: 7034 Description: An attempt 
to start/stop instance of service <service type> on server <server name> did not succeed. Re-
run the action via UI or command line on the specified server. Additional information is 
below:<more details>. 
Cause:    The failure can have several causes. For more details, see the event details. 
Resolution:    Start the service  

¶ Ensure that you are a member of the Farm Administrators SharePoint group before 

performing this task. 

¶ On the Central Administration Home page, in the System Settings  section, click Manage 

services on sever . 

¶ On the Services on Server page, select the server from the Server  drop-down list. 

¶ On the Services on Server page, click Start  in the Action  column next to the service. 
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Backup timer job could not be created - 
Event 7035 (ShareP oint 2010 Products)  

Published: May 12, 2010  
Alert Name:    Backup timer job could not be created 
Event ID:    7035 
Summary:    When you back up a Web application, you back up the content databases and 
settings for the Web application, including all sites in the site collections, files in document 
libraries, files attached to lists, security and permission settings, and feature settings. The 
backup process creates files that contain all of this data. The restore process uses these files to 
restore the content databases and settings for the Web application.  
Similarly, when you back up a site collection, site, or list, the contents of those structures will be 
written to files or packages, and the restore or import process will use these files to recover the 
objects. 
Symptoms:    One or more of the following symptoms might appear: 

¶ One or more warning notifications will appear under the Readiness section of the Backup 

and Restore Job Status or Granular Backup Job Status pages in Central Administration. 

¶ The following event appears in the event log: Event ID: 7035  Description: The same item is 

already in the process of being backed up or restored. To check the status of that process, 

go to the backup/restore job status page in the administration site. 
Cause:    An existing backup/restore timer job has failed or was not fully completed, and the 
SharePoint Timer Service or SharePoint Admin Service are not started. 
Verify that the Timer and SharePoint Administration services are running  

1. Ensure that the following services are started: 

a) The SharePoint Timer V4 service must be started on all front-end Web servers and 

application servers in the farm. 

b) The SharePoint Administration V4 service must be started on the server that is 

running the Central Administration Web site. 
Resolut ion:    Verify that the previous backup or restore timer job completed successfully  

¶ Verify that the user account that is performing this procedure is a member of the Farm 

Administrators SharePoint group.  

¶ On the Central Administration Home page, click Backu p and Restore . 

¶ On the Backup and Restore page, under Farm Backup and Restore , click Check backup 

and restore job status . 

¶ On the Backup and Restore Job Status page, under Readiness , verify that there are no 

backup or restore jobs in progress, that the Timer service is running, and that the 

Administration service is running. 

¶ Click the Back  button in the browser. 

¶ On the Backup and Restore page, under Granular Backup , click Check granular backup 

job status . 

¶ On the Granular Backup Job Status page, under Readines s, verify that there are no backup 

jobs in progress, there are no export jobs in progress, and the Timer service is running. 

¶ Check the status of any current jobs in the Site Collection Backup  and Content Export  

sections. 
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Central Administration update fai led - Event 
7037 (SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    Central Administration update failed 
Event ID:    7037 
Summary:    This error indicates that the Microsoft SharePoint Server 2010 timer job to update 
Central Administration on a specific URL was not created, or the local registryïbased URL for 
the Central Administration was not updated. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Local server URL settings for the Central Administration Web site do not match the 

configured settings. 

¶ This event appears in the event log: Event ID: 7037  Description: Error creating timer job to 

update central administration url location at <URL>. 
Cause:    One or more of the following might be the cause: 

¶ The timer job that updates the Central Administration settings failed to be created. This 

failure may be caused by a communication failure with the configuration database while the 

configuration object was created. 

¶ The Central Administration URL registry location on the local server failed to be updated 

because of registry key permission issues. 
Resolution:    Grant permissions to the appropriate hive location in registry  

¶ Make sure that the local administrators and farm administrators groups have full control 

permissions on the local registryïbased URL for the Central Administration. 

 Note:  

Incorrectly editing the registry might severely damage the system. Before making changes to the 
registry, back up any valued data on the computer. 

1. Click Start , click Run , type regedit , and then click OK. 

2. In Registry Editor, in the tree view, locate the following registry 

key:HKEY_LOCAL_MACHINE \SOFTWARE\Microsoft \Shared Tools \Web Server 

Extensions \14.0\WSS\CentralAdministrationURL . 

3. Right-click the registry key, and then click Permissions . 

4. Make sure that the Administrators  and WSS_ADMIN_WPG local groups have Allow 

Full Control  permissions, and no Deny  permissions have been set. Do not remove or 

change permissions for any other group or user entry for this registry key. 
Resolution:    Restart the upda te of the Central Administration Web site port  

1. Verify that you meet the following minimum requirements: See Add -SPShellAdmin . 

2. On the Start  menu, click All Programs . 

3. Click Microsoft SharePoint 2010 Products . 

4. Click SharePoint 2010 Management Shell . 

5. At the Windows PowerShell command prompt, type the following command: 
Set - SPCentralAdministration - Port <Int32>  

Where: 

¶ <Int32> is the new port number. 
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For more information, see Set-
SPCentralAdministration(http://technet.microsoft.com/library/a8bf87b6-18e6-4ba0-ada9-
91ee9f4199ec(Office.14).aspx).  
  

 Note:  

We recommend that you use Windows PowerShell when performing command-line 
administrative tasks. The Stsadm command-line tool has been deprecated, but is included to 
support compatibility with previous product versions.                  
  
  

http://technet.microsoft.com/library/a8bf87b6-18e6-4ba0-ada9-91ee9f4199ec(Office.14).aspx
http://technet.microsoft.com/library/a8bf87b6-18e6-4ba0-ada9-91ee9f4199ec(Office.14).aspx
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Secure Store reencrypt c redentials failed - 
Event 7510 (SharePoint Server 2010)  
Published: May 12, 2010  
Alert Name:    Secure Store reencrypt credentials failed 
Event ID:    7510 
Summary:    The credentials stored in the secure store credential database are encrypted by 
using a master key. When the master key is changed, the system decrypts the data in the 
database by using the old master key and re-encrypts it by using the new master key. 
If the old master key is not valid or is not available, the re-encryption process will fail. The 
credentials stored in the database will not be usable, and all client applications that rely on the 
Secure Store service application for authentication will fail. 
Symptoms:    The following event appears in the event log: Event ID: 7510 Description: The 
Secure Store service application %name% errored out. The credentials encryption process 
failed.  "n" credentials were not encrypted correctly. 
Cause:    One or more of the following might be the cause: 

¶ The master encryption key is not valid. 

¶ The secure store database failed while it was being encrypted. 

¶ The secure store database is corrupted. 
Resolution:    Create a new encryption key  
1. Verify that you have the following administrative credentials: 

¶ You must be a service application administrator for the Secure Store service. 
2. On the Central Administration Home page, under Application Management , click Mange 

service applications . 
3. Click the Secure Store service application. 
4. In the Key Management group, click Generate New Key . 
5. On the Generate New Key  page, type a pass phrase string in the Pass Phrase  box, and 

type the same string in the Confirm Pass Phrase  box. 

 Important:  

A passphrase string must consist of at least eight characters and must include at least three of 
the following four elements: 

¶ Uppercase characters  

¶ Lowercase characters 

¶ Numerals 

¶ Any of the following special characters ñ! " # $ % & ' ( ) * + , - . / : ; < = > ? @ [ \ ] ^ _ ` { | } ~ 
 Tip:  

The passphrase that you enter will not be stored. Make sure you write it down and store it in a 
safe place. At times you will need it to refresh the key, such as when you add a new application 
server to the server farm. 

6. Click OK. 
Resolution:    Restore the secure store database  

¶ Use the SharePoint Central Administration Web site or Windows PowerShell to restore the 

Secure Store service. For more information, see Restore the Secure Store service 

(SharePoint Server 2010) (http://technet.microsoft.com/library/237d399e-b50b-42e6-90ff-

e659a94d8099(Office.14).aspx). 
  

http://technet.microsoft.com/library/237d399e-b50b-42e6-90ff-e659a94d8099(Office.14).aspx
http://technet.microsoft.com/library/237d399e-b50b-42e6-90ff-e659a94d8099(Office.14).aspx
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Secure Store could not retrieve master 
encryption key - Event 7535 (SharePoint 
Server 2010)  

Published: May  12, 2010 
Alert Name:    Secure Store could not retrieve the master encryption key 
Event ID:    7535 
Summary:    The Secure Store Service application cannot retrieve the master encryption key. 
The service uses the master key to encrypt user identity and password  data before storing it in 
the secure store database, and to decrypt the data when a client application requests it. 
If the master encryption key cannot be retrieved, the credentials in the secure store database 
cannot be decrypted and will be unusable. Any client application that relies on the secure store 
database will be unable to authenticate users. 
Symptoms:    This event appears in the event log: Event ID: 7535 Description: The Secure Store 
service application %name% errored out because of a database exception. 
Cause:    One or more of the following might be the cause: 

¶ The master encryption key was not generated after the Secure Store Service application 

was created. 

¶ The master encryption key was deleted. 

¶ The secure store database is corrupted. 
Resol ution:    Create the master encryption key  

¶ Create the master encryption key if it was not generated or it was deleted. 
To verify that the master encryption key was created: 

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group. 

2. On the Central Administration Home page, click Application Management . 

3. On the Application Management page, in the Service Applications  section, click 

Manage service applications . 

4. On Service Applications page, click the Secure Store Service application. 

5. If you see an error page, no master encryption key was created. You can create the key 

by following the steps in "To create the master encryption key," later in this article. 
If you see another error page, try to refresh the key by following the steps in "To refresh 
the master encryption key," later in this article. 
To create the master encryption key: 

1. Verify that the user account that is performing this procedure is a Service Application 

Administrator for the instance of the Secure Store Service. 

2. Click the instance of the Secure Store Service application. 

3. On the ribbon, click Generate New Key . 

4. On the Generate New Key  page, type a passphrase string in the Pass Phrase  box, and 

type the same string in the Confirm Pass Phrase  box. 
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 Import ant:  

A passphrase string must consist of at least eight characters and must contain at least three of 
the following four elements: 

¶ Uppercase characters  

¶ Lowercase characters 

¶ Numerals 

¶ Any of the following special characters:ñ! " # $ % & ' ( ) * + , - . / : ; < = > ? @ [ \ ] ^ _ ` { | } ~ 

 Tip:  

The passphrase that you enter will not be stored. Make sure that you write it down and store it in 
a safe location. You must use this passphrase any time you refresh the key, such as when you 
add a new application server to the server farm. 

¶ Click OK. 
To refresh the master encryption key: 

¶ Verify that the user account that is performing this procedure is a Service Application 

Administrator for the instance of the Secure Store Service. 

¶ Click the instance of the Secure Store Service application. 

¶ On the ribbon, click Refresh key . 

¶ On the Refresh Key  page, type a passphrase string in the Pass Phrase  box, and then 

click OK. 

 Important:  

A passphrase string must consist of at least eight characters and must contain at least three of 
the following four elements: 

¶ Uppercase characters  

¶ Lowercase characters 

¶ Numerals 

¶ Any of the following special characters:ñ! " # $ % & ' ( ) * + , - . / : ; < = > ? @ [ \ ] ^ _ ` { | } ~ 

 Tip:  

The passphrase that you enter will not be stored. Make sure that you write it down and store it in 
a safe location. You must use this passphrase any time you refresh the key, such as when you 
add a new application server to the server farm. 

¶ Click OK. 
To restore the Secure Store Service by using Centra l Administration  

¶ If the secure store database is corrupted, restore the database from a backup. After the 

restore operation is successfully completed, you must refresh the passphrase. 

 Note:  

You cannot use a configuration-only backup to restore the Secure Store Service. 
To restore the secure store database: 

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group. 

2. On the Central Administration Home page, in the Backup and Restore  section, click 

Restore from a backup . 

3. On the Restore from Backup ð Step 1 of 3: Select Backup to Restore page, select the 

backup job that contains the most recent farm-level backup, and then click Next . You 

can view more details about each backup by clicking the plus sign (+) next to the 

backup. 
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 Note:  

If the backup job that you want does not appear, in the Backup Directory Location  text box, 
type the path of the folder that contains the correct backup, and then click Refresh . 

4. On the Restore from Backup ð Step 2 of 3: Select Component to Restore page, expand 

Shared Services Applications , select the check box that is next to the Secure Store 

Service application backup group, and then click Next . 

5. On the Restore from Backup ð Step 3 of 3: Select Restore Options page, in the 

Resto re Component  section, make sure that Farm\Shared Services \Shared Services 

Applications \<Secure Store Service name>  appears in the Restore the following 

component  list. 

6. In the Restore Options  section, under Type of restore , click Same configuration . 

7. In the dialog box that asks you to confirm the operation, click OK. 

8. Click Start Restore . 
You can view the general status of all recovery jobs at the top of the Backup and 
Restore Job Status page in the Readiness  section. You can view the status for the 
current recovery job in the lower part of the page in the Restore  section. The status 
page is automatically updated every 30 seconds. You can manually update the status 
details by clicking Refresh . Backup and recovery are timer service jobs. Therefore, it 
may take several seconds for the recovery to start. 
If you receive any errors, you can review them in the Failure Message  column of the 
Backup and Restore Job Status page. You can also find more details in the 
Sprestore.log file at the path that you specified in step 3. 
To refresh the passphrase: 

1. On the Central Administration Home page, in the Application Management  section, 

click Manage service applications . 

2. On the Service Applications page, click the instance of the Secure Store Service. You 

might receive an error that says "Unable to obtain master key." 

3. On the Secure Store Service page, on the ribbon, click Refresh Key . 

4. In the Refresh Key  dialog box, type the passphrase in the Pass Phrase  box, and then 

click OK. 
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Secure Store SQL exception - Event 7551 
(SharePoi nt Server 2010)  
Published: May 12, 2010  
Alert Name:    Secure Store SQL exception 
Event ID:    7551 
Summary:    The Secure Store service application connects to the credential database for 
reading or writing credentials. This event is logged when the service application fails to connect 
to the database. The SQL Server exceptions are not logged immediately; the system tries to 
connect the service application to the database three times before it logs the errors. This is 
because some unexpected, but temporary, system failures can also cause the SQL Server 
exceptions. 
Symptoms:    The following event appears in the event log: Event ID: 7551 Description: The 
Secure Store service application %name% errored out because of a database exception. 
Cause:    One or more of the following might be the cause: 

¶ The database server is down or not accessible because of network issues. 

¶ The Secure Store service application database connection information is incorrect. 

¶ The Secure Store service application metadata database was not provisioned correctly. 
Resolution:    Verify that the Secure Store service application server is available  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group. 

2. On the Central Administration Home page, under System Settings , click Manage services 

on server . 

3. On the Services on Server page, under Services , if the Secure Store service is not started, 

click Start . 

4. On the Central Administration Home page, click Application Management . 

5. On the Application Management page, in the Service Applications  section, click Manage 

service applications . 

6. On the Service Applications page, ensure that the Secure Store service application is 

started, and then click Secure Store . 

7. On the Secure Store Service Application page, ensure that at least one target application 

appears in the list. 

8. If the Secure Store service application is not started, do the following: 

a) On the Service Applications page, select the Secure Store service application name, 

and then click Properties  on the ribbon. 

b) In the Edit Properties  dialog box, in the Database  section, ensure that the 

authentication method used is correct and that the account (if listed) has read and 

write permissions to the database. 

c) In the Application Pool  section, ensure that the application pool account (if listed) 

has sufficient permissions to run the application pool. 

9. On the Application Management page, in the Service Applications  section, click Manage 

service applications . 

10. On Service Applications page, select the Secure Store Service Ap plication . 

11. On the ribbon, click Properties . 

12. Verify that the database server name and other connection properties are correct. 
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Secure Store proxy unexpected exception - 
Event 7557 (SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Secure Store proxy unexpected exception 
Event ID:    7557 
Summary:    When a front-end Web server receives a request from a client computer, it routes 
the request to a Microsoft SharePoint Server 2010 application server through a load balancer. 
The load balancer maintains a list of available servers for a given service application. If the 
Secure Store service application on one or more application servers does not respond, the load 
balancer will remove the application server from the list of available servers and will raise this 
event. 
If the Secure Store service application is enabled on more than one Microsoft SharePoint Server 
2010 application server, the client computers will not be affected. If the service is not enabled on 
more than one application server, the client computers that rely on the secure store credential 
database to authenticate users will fail to authenticate. 
Symptoms:    The following event appears in the event log: Event ID: 7557 Description: The 
Secure Store service application %name% is not accessible. 
Cause:    One or more of the following might be the cause: 

¶ The application server is down or is not accessible due to network issues. 

¶ The Secure Store service application is not provisioned correctly. 
Resolution:    Verify that the Secure Store applicat ion server is available  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group. 

2. On the Central Administration Home page, under System Settings , click Manage services 

on server . 

3. On the Services on Server page, under Services , if the Secure Store service is not started, 

click Start . 

4. On the Central Administration Home page, click Application Management . 

5. On the Application Management page, in the Service Applications  section, click Manage 

service applications . 

6. On the Service Applications page, click Secure Store . 

7. On the Secure Store Service Application page, ensure that at least one target application 

appears in the list. 

8. If the Secure Store service application is not started, do the following: 

a) On the Service Applications page, select the Secure Store service application name, 

and then click Properties  on the ribbon. 

b) In the Edit Properties  dialog box, in the Database  section, ensure that the 

authentication method used is correct and that the account (if listed) has read and 

write permissions to the database. 

c) In the Application Pool  section, ensure that the application pool account (if listed) 

has sufficient permissions to run the application pool. 
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Throttling starts alert - Events 8032  8062 
(SharePoint 2010 P roducts)  

Published: May 12, 2010  
Alert Name:    SPServer throttling starts 
Event ID:    8032 or 8062 
Summary:    The front-end Web throttling feature is introduced in Microsoft SharePoint 
Foundation 2010 to keep the server from running out of resources for high-priority server jobs. 
Throttling monitors performance counters on the server and begins to reject low-priority jobs by 
returning a 503 error message when the counter values exceed or drop lower than predefined 
thresholds. 
Symptoms:    The following symptoms might appear: 

¶ Users receive a 503 error in the browser: The server is busy now. Try again later. 

¶ This event appears in the event log: Event ID: 8032   Description: Http throttling starts 

because a heavy load was detected on <server name> the web app name. The excessive 

performance counters include: <performance counter name>. 

¶ This event appears in the event log: Event ID: 8062   Description: Http throttling on <server 

name> stops because there is no heavy load detected now. <# of requests> requests have 

been throttled during the throttling period. 
Cause:    CPU usage, available memory, ASP.NET queue length, and ASP.NET queue wait 
time, have exceed or dropped lower than the predefined threshold on the front-end Web servers. 
Resolution:    Change the throttl ing threshold  

1. Click Start , click All Programs , click Microsoft SharePoint 2010 Products , and then click 

SharePoint Management Shell . A Command Prompt window opens. 

2. Enter the following Windows PowerShell command to read the threshold value for 

performance counters. 
Disable -SPWebApplicationHttpThrottling URL  

3. Enter the following command to obtain the current setting of the performance counter 

thresholds. 
Get-SPWebApplicationHttpThrottlingMonitors URL  

4. Review the thresholds and decide whether you have to change the current values to less-

restrictive thresholds. For example, the following Windows PowerShell command can be 

used to set the CPU percentage threshold to 75 percent.  
Set-SPWebApplicationHttpThrottlingMonitor URL -Category Processor -Counter "% 
Processor  Time" -instance _Total -Max 75 

Resolution:    Disable the throttling feature  

1. On the SharePoint Central Administration Web site, in the Application Management  

section click Manage web applications . 

2. On the Web Application  tab of the ribbon, click General Set tings  and select Resource 

Throttling  to turn off HTTP throttling. 
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 Note:  

Turning off the throttling feature puts the server at risk of running out of resources to serve high-
priority jobs in case of high workload. We do not recommend that you ordinarily turn off the 
throttling feature. 

Resolution:    Upgrade hardware  

¶ Review your capacity plan. You can take different actions can be taken as remedies 

depending on the reason that throttling is triggered: 

1. Add more memory 

2. Upgrade CPU 

3. Upgrade front-end Web servers 

4. Add more front-end Web servers 

5. Upgrade SQL Server host servers 
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Cannot retrieve end point - Event 8070 
(SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    Cannot retrieve end points 
Event ID:    8070 
Summary:    The Application Discovery and Load Balancer Service Application is unable to 
retrieve the list of end points for a service application from the remote farm. 
Symptoms:    This event appears in the event log: Event ID: 8070    Description: An 
exception occurred when trying to call GetEndPoints: <EndPoint Name>. 
Cause:    One or more of the following might be the cause: 

¶ This farm does not have permissions to connect to the remote farm. 

¶ Network errors or connectivity issues prevent this operation from succeeding. 
  

 Note:  

You must be a member of the Farm Administrators SharePoint group on the Central 
Administration site to perform the following task. 
  
Resolution:    Ensure that this farm has permissions to connect to the remote farm  

¶ Contact the administrator of the remote farm to ensure that the following is true: 

¶ This farm has been added as a trusted farm in the remote farm. 

¶ This farm's service account has permissions to access the topology service on the 

remote farm. 

¶ Ensure that the remote farm has been added as a trusted farm on this farm. 

¶ To establish the trust between two server farms, each farm must add the other farm's public 

root certificate to the list of trusted root authorities by using the New-

SPTrustedRootAuthority Windows PowerShell command. For more information, see New-

SPTrustedRootAuthority(http://technet.microsoft.com/library/25458530-4f0d-491c-80d3-

61b8f1f0dd7e(Office.14).aspx). 
Resolution:    Ensure that there are no network issues in connecting to the remote farm  

¶ Ping the servers in the remote farm to ensure that they are available. 

¶ Contact the remote farm administrator to ensure that there are no connectivity issues on that 

farm. 
  

http://technet.microsoft.com/library/25458530-4f0d-491c-80d3-61b8f1f0dd7e(Office.14).aspx
http://technet.microsoft.com/library/25458530-4f0d-491c-80d3-61b8f1f0dd7e(Office.14).aspx
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Cannot retrieve list of service applications 
from remote farm - Event 8071 (SharePoint 
Server 2010)  

Published: May 12, 2010  
Alert Name:    Cannot retrieve list of service applications from remote farm 
Event ID:    8071 
Summary:    The application load balancer and topology service is unable to retrieve the list of 
published service applications from the remote farm. 
Symptoms:    This event appears in the event log: Event ID: 8071 Description: An exception 
occurred when trying to call EnumerateSharedServiceApplications: <exception>. 
Cause:    One or more of the following might be the cause: 

¶ The farm service account on this farm does not have permissions to connect to the remote 

farm. 

¶ Network errors or connectivity issues are preventing this operation from succeeding. 
Resolution:    Verify that the farm has sufficient permissions on the remote farm  

¶ Contact the administrator of the remote farm and verify the following: 

¶ This farm has been added as a trusted farm in the remote farm. 

¶ This farm's service account has permissions to access the topology service on the 

remote farm. 

¶ The remote farm has been added as a trusted farm on this farm. 

 Tip:  

To establish the trust between two server farms, the administrator of both farms must add the 
other farm's public root certificate to the list of trusted root authorities by using the New-
SPTrustedRootAuthority Windows PowerShell cmdlet. 

Resolution:    Verify that there are no networking issues  

1. Ping the servers in the remote farm to ensure that they are available. Ask the administrator 

of the remote farm to ping the servers in your farm. 

 Note:  

Contact the remote farm administrator and verify that there are no connectivity issues on that 
farm. 
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Log folder does not  exist - Event 8074 
(SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    Log folder does not exist 
Event ID:    8074 
Summary:    The logging folder specified in the error message does not exist or cannot be 
accessed. 
Symptoms:    This event appears in the event log: Event ID: 8074   Description: Unable to 
access directory <directoryname> on server <servername>. Ensure that this directory exists and 
that the account <domain>\<username> can access it. 
Cause:    One or more of the following might be the cause: 

¶ The folder does not exist. 

¶ The SharePoint 2010 Tracing Service (SPTraceV4) account does not have permissions to 

read and write to this folder. 
Resolution:    Verify that usage logging folder exists  

¶ Log on to the server that is listed in the event. 

¶ Navigate to the folder that is listed in the event. 

¶ If the folder does not exist, create the folder. 

¶ Verify that the SharePoint 2010 Tracing Service (SPTraceV4) account has read, write, and 

delete permission to the folder. 
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Usage timer job failed - Event 8075 
(SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    Usage timer job failed 
Event ID:    8075 
Summary:    The Usage Data Processing timer job failed. 
Symptoms:    This event appears in the event log: Event ID: 8075  Description: The Usage Data 
Processing timer job failed. You can rerun this job using the Timer Job Status page in the 
SharePoint Central Administration site. 
Cause:    One or more of the following might be the cause: 

¶ Usage logging is not enabled. 

¶ The farm service account does not have sufficient permissions to the log folder. 

¶ The disk on which the log folder is located is full. 

¶ The logging database does not exist or cannot be written to. 

¶ There were network issues between the farm server and the database server. 
Resolution:    Verif y that usage logging is running on all servers in the farm  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators SharePoint group.  

2. On the Central Administration Home page, under System Settings , click Manage servers 

in this farm . 

3. On the Servers in Farm page, in the Server  section, record the names of all the servers in 

the farm. 

4. For each server in the farm, do the following: In the Services snap-in, verify that the 

SharePoint 2010 Tracing Service (SPTraceV4) service is enabled and started. If it is not 

started, start it. 

5. From the Log On  tab, record the Run As account for each service. 
Resolution:    Verify that usage logging folder exists  

1. Log on to the server that is listed in the event. 

2. Navigate to the folder that is listed in the event. 

3. If the folder does not exist, create the folder. 

4. Verify that the SharePoint 2010 Tracing Service (SPTraceV4) Run As account has read, 

write, and delete permissions to the folder. 
Resolution:    Verify that the logging database e xists  

¶ Verify that the user account that is performing this procedure is a member of the Farm 

Administrators SharePoint group.  

¶ On the Central Administration Home page, click Monitoring . 

¶ On the Monitoring page, in the Reporting  section, click Configure usag e and health data 

logging . 

¶ On the Configure web analytics and health data collection page, in the Usage Data 

Collection Settings  section, record the server and location of the log folder from the Log 

file location  box. 

¶ In the Logging Database Server  section, record the location of the logging database from 

the Database Server  and Database Name  boxes. 
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¶ In SQL Server Management Studio, connect to the database server. 

¶ Expand the Databases  node, and verify that the database exists and that it is online. 
Resoluti on:    Rerun the timer job  

¶ Verify that the user account that is performing this procedure is a member of the Farm 

Administrators SharePoint group.  

¶ On the Central Administration Home page, click Monitoring . 

¶ On the Monitoring page, in the Reporting  section, click Configure usage and health data 

logging . 

¶ On the Job Definitions page, click the Microsoft SharePoint Foundation Usage Data 

Processing  timer job. 

¶ On the Edit Timer Job page, click Run Now . 
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Business Data Connectivity Service - BDC 
database adapter connection exception - 
Event 8080 (SharePoint 2010 Products)  
Published: May 12, 2010  
Alert Name:    Business Data Connectivity Service - BDC database adapter connection 
exception 
Event ID:    8080 
Summary:    The Business Data Connectivity service runtime reads the metadata defined in the 
service application model, establishes a connection with the external data source, and calls the 
appropriate methods defined in the application model for any of the operations. This event is 
logged if this connection cannot be established for a database. None of the operations triggered 
by client applications will be executed, and the data may be rendered obsolete. 
Symptoms:    This event appears in the event log: Event ID: 8080  Description: The BDC service 
application %1 failed to open connection using %2. 
Cause:    One or the more of the following might be the cause: 

¶ The Business Data Connectivity service application model does not have the correct 

connection properties for the external data source. 

¶ The external data source is currently not functioning and is not responding. 
  

 Note:  

You must be a member of the Farm Administrators SharePoint group to perform the following 
procedure. 
  
Resolution:    Verify that the external data source connection properties are correct  

1. On the Central Administration Home page, click Application Management . 

2. On the Application Management page, in the Service Applications  section, click Manage 

service applications . 

3. On the Service Applications page, select the BDC Service Application . 

4. On the Edit  tab, in the View  group, click External systems . 

5. Click the external system to view its instances. 

 Tip:  

By default, the only instances of external system types that are configurable are databases and 
Web services. 

6. Select the external system name. 

7. Edit or view the settings. 
For more information about the settings that are available for configuring a database external 
system, see Configure an instance of an external system 
(http://technet.microsoft.com/library/541e5ea6-adf7-496c-a7cb-
b1ea4fb4e6e3(Office.14).aspx#configinstance). For more information about managing BDC 
models, see Manage BDC models (http://technet.microsoft.com/library/f2d973ee-b8e0-4e5f-
9363-24c78bbd0011(Office.14).aspx). 
Resolution:    Verify that the network connection to the external data source is working  

¶ Open a Command Prompt window on the application server and type PING<servername>, 

where <servername> is the database server that hosts the external data source. 

http://technet.microsoft.com/library/541e5ea6-adf7-496c-a7cb-b1ea4fb4e6e3(Office.14).aspx#configinstance
http://technet.microsoft.com/library/f2d973ee-b8e0-4e5f-9363-24c78bbd0011(Office.14).aspx
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Business Data Connectivity Service - BDC 
Web service proxy generations exception - 
Event 8082 (SharePoint 2010 Products)  
Published: May 12, 2010  
Alert Name:    Business Data Connectivity Service - BDC Web service proxy generation 
exception 
Event ID:    8082 
Summary:    While working with a Web service, the Business Data Connectivity service will first 
obtain a proxy and then call the appropriate methods based on the metadata defined in the 
application model. This event is logged when the Business Data Connectivity service fails to 
obtain a proxy to a Web service. This will affect data synchronization between the client 
computer and the external data source. 
Symptom s:    The following event appears in the event log: Event ID: 8082  Description: The 
Business Data Connectivity Service Could not obtain a proxy to WebService for External Data 
Source '% ExternalDataSourceName %. 
Cause:    One or the more of the following might be the cause: 

¶ The Business Data Connectivity service application model does not have the correct 
connection properties for the external data source. 

¶ The external data source is down and is not responding. 
  Note:  

You must be a member of the Farm Administrators SharePoint group to perform the following 
action. 
 Resolution:    Verify that the external data source connection properties as defined in the 
application model are correct  
1. On the Central Administration Home page, click Application Management . 
2. On the Application Management page, in the Service Applications  section, click Manage 

service applications . 
3. On the Service Applications page, select the BDC Service Application . 
4. On the Edit  tab, in the View  group, click External systems . 

 Tip:  

By default, the only external system type that is configurable is a Web service. By default, the 
only instances of external system types that are configurable are databases and Web services. 

5. Point to the external system, click the arrow that appears, and then click Settings . 
6. Edit or view the settings. 
For more information about how to configure and manage an external data source, see 
Configure an instance of an external system (http://technet.microsoft.com/library/541e5ea6-adf7-
496c-a7cb-b1ea4fb4e6e3(Office.14).aspx#configinstance) in the article "Manage external 
systems (SharePoint Foundation 2010)." For more information about managing BDC models, 
see Manage BDC models (SharePoint Foundation 2010) 
(http://technet.microsoft.com/library/f2d973ee-b8e0-4e5f-9363-
24c78bbd0011(Office.14).aspx#deleteamodel). 
Resolution:    Verify  that the external data source is accessible  

¶ From the application server, ping the database server that hosts the external data source to 

confirm that the servers can communicate over the network. 
  

http://technet.microsoft.com/library/541e5ea6-adf7-496c-a7cb-b1ea4fb4e6e3(Office.14).aspx#configinstance
http://technet.microsoft.com/library/f2d973ee-b8e0-4e5f-9363-24c78bbd0011(Office.14).aspx#deleteamodel
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Business Data Connectivity Service - BDC 
Proxy - unexpect ed exception - Event 8085 
(SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    Business Data Connectivity Service - BDC proxy unexpected exception 
Event ID:    8085 
Summary:    When a Web server receives a request from a client computer, it routes the request 
to an application server through a load balancer. The load balancer maintains a list of available 
servers for a given service application. If the Business Data Connectivity service application on 
one or more application servers does not respond, the load balancer drops the application 
server from the list of available servers and this event is logged.  
If the Business Data Connectivity service application is enabled on more than one application 
server, the client computers may not be affected. If the service application is enabled on only 
one application server, the client computers that rely on the metadata in the Business Data 
Connectivity metadata store will fail to read or write data from the external data sources defined 
in the metadata. The load balancer will ping the service application periodically and will 
automatically re-enlist it when it responds. 
Symptoms:    The client computers fail to read or write data from the external data sources. 
Cause:    One or the more of the following might be the cause: 

¶ The application server is not accessible or the Business Data Connectivity service 

application model does not have the correct connection properties for the external data 

source. 

¶ The external data source is currently not functioning and is not responding. 
  

 Note:  

You must be a member of the Farm Administrators SharePoint group to perform the following 
actions. 
  
Resolution:    Verify that the application server is available  

1. On the Central Administration Home page, in the System Settings  section, click Manage 

servers in this farm . 

2. On the Servers in Farm page, verify that the status of the server on which the Business Data 

Connectivity service runs is No Action Required . 
Resolution:    Verify that the Business Data Connectivity service appli cation is 
provisioned correctly  

1. On the Central Administration Home page, click Application Management . 

2. On the Application Management page, in the Service Applications  section, click Manage 

service applications . 

3. On the Service Applications page, find the Business Data Connectivity Service 

Application , and in the Status  column, verify that the service proxy status is Started . 
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Business Data Connectivity Service - SQL 
exception - Event 8086 (SharePoint 2010 
Products)  

Published: May 12, 2010  
Alert Name:    Business Data Connectivity Service - SQL exception 
Event ID:    8086 
Summary:    The Business Data Connectivity service application connects to the metadata store 
to allow users to manage the metadata in the metadata store. This event is logged when the 
service application fails to connect to the database. The Business Data Connectivity metadata in 
the metadata store will not be accessible. This will impact importing and exporting application 
models or updating properties for any of the Business Data Connectivity objects by using the 
Business Data Connectivity Service Application Proxy page in the SharePoint Central 
Administration Web site. 
Symptoms:    This event appears in the event log: Event ID: 8086  Description: The BDC service 
application %name% error occurred because of a database exception. 
Cause:    One or the more of the following might be the cause: 

¶ The metadata database server is down or not accessible because of network issues. 

¶ The connection information for the Business Data Connectivity service application metadata 

database is incorrect. 

¶ The Business Data Connectivity service application metadata database was not provisioned 

correctly. 
Resolution:    Verify the availability of the metadata database server  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group.  

2. On the Central Administration Home page, click Application Management . 

3. On the Application Management page, in the Service Applications  section, click Manage 

service applications . 

4. On the Service Applications page, select the Business Data Connectivity Service 

Application , and click Properties  on the ribbon. 

5. Verify that the database server listed on the Properties page is available and can be 

connected to from SharePoint 2010 Products. 
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ULS tr ace log reaching maximum size - 
Event 8094 (SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    ULS trace log reaching maximum size 
Event ID:    8094 
Summary:    The SharePoint 2010 Tracing Service (SPTracev4) is used by Microsoft SharePoint 
Foundation 2010 to manage trace message output. When trace logging is enabled, 
administrators can specify the path used to store the trace log file. This log file is used by many 
applications that are built on SharePoint Foundation 2010. This event occurs when the 
configured log file location is low on space. It serves as a warning that logging may stop soon 
unless more space is made available or the space allocated to logging is increased. 
Symptoms:    This event appears in the event log: Event ID: 8094  Description: Trace logs are 
reaching to the configured storage limit [configured limit]. Please increase the maximum storage 
settings. Otherwise, older files will be deleted once the limit is reached. 
Cause:    The configured log file location has insufficient free disk space for logging, or the 
maximum space allocated for logging is too low. 
Resolution:    Increase the space limit for log files  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group.  

2. On the Central Administration Home page, click Monitoring . 

3. On the Monitoring page, in the Reporting  section, click Configure diagnostic logging . 

4. In the Trace Log  section, in the Maximum storage space for Trace Logs (GB)  box, type a 

larger number of gigabytes (GB) you want to allocate to the log files. When log files reach 

this size on disk, older log files will automatically be deleted 

5. Click OK. 
Resolution:    Change the location of the log files  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group.  

2. On the Central Administration Home page, click Monitoring . 

3. On the Monitoring page, in the Reporting  section, click Configure diagnostic logging . 

4. In the Trace Log  section, in the Path  box, type the new location for the log file on a drive or 

partition that has sufficient disk space.  

5. Click OK. 
Resolution:    Free disk space  

1. Use the Disk Cleanup tool to free disk space where the trace log files are stored. 

2. Verify that the tracing service has sufficient disk space to write the log file. 

3. If the trace logging service has insufficient disk space to write the log files, delete the 

contents of the Temp folders on the drive. 
  



 

 183 

 

ULS usage log reaching maximum size - 
Event 8095 (SharePoint 2010 Products)  
Published: May 12, 2010  
Aler t Name:    ULS usage log reaching maximum size 
Event ID:    8095 
Summary:    The SharePoint 2010 Tracing Service (SPTracev4) is used by Microsoft SharePoint 
Server 2010 to manage usage log output. When usage logging is enabled, administrators can 
specify the path used to store the usage log file. This log file is used by many applications that 
are built on SharePoint Server 2010. This event occurs when the configured log file location is 
low on space. It serves as a warning that logging may stop soon unless more space is made 
available or the space allocated to logging is increased. 
Symptoms:    This event appears in the event log: Event ID: 8095  Description: Usage logs are 
reaching to the configured storage limit [configured limit]. Please increase the maximum storage 
settings. Otherwise, older files will be deleted once the limit is reached. 
Cause:    The configured log file location has insufficient free disk space for logging, or the 
maximum space allocated for logging is too low. 
Resolution:    Increase the s pace limit for log files  
1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group.  
2. On the Central Administration Home page, click Monitoring . 
3. In the Reporting  section, click Configure usage and health dat a collection . 
4. On the Configure web analytics and health data collection page, in the Usage Data 

Collection Settings  section, type a larger number of gigabytes (GB) to allocate to the log 
files. When log files reach this size on the disk, older log files will automatically be deleted. 

5. Click OK. 
Resolution:    Change the location of the log file  
1. On the Central Administration Home page, click Monitoring . 
2. In the Reporting  section, click Configure usage and health data collection . 
3. On the Configure web analytics and health data collection page, in the Usage Data 

Collection Settings  section, type a new location for the log file on a drive or partition that 
has sufficient disk space. 

4. Click OK. 
Resolution:    Free disk space  
1. Run the Disk Cleanup tool to free disk space where the usage log files are stored. 
2. Verify that the usage logging service has sufficient disk space to write the log file. 
3. If the usage logging service has insufficient disk space to write the log file, delete the 

contents of the Temp folders on the drive. 
To check the usage log file  
1. On the Central Administration Home page, click Monitoring , and in the Reporting  section, 

click Configure usage and health data collection . 
2. On the Configure web analytics and health data collection page, in the Usage Data 

Col lection Settings  section, copy the path of the usage log file. 

3. In Windows Explorer, navigate to the usage log file by using the copied path. Usage log files 

are in binary format and the contents cannot be easily viewed and understood. The file size 

of the usage log increases over time and confirms that usage logging is working. 
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STS signing certificate missing - Event 8303 
(SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    Security Token Service signing certificate missing 
Event ID:    8303 
Summary:    The Security Token service (STS) signing certificate that Microsoft SharePoint 2010 
Products uses to authenticate users is missing. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Users are unable to log in to SharePoint 2010 Products. 

¶ This event appears in the event log: Event ID: 8303  Description: The Access Data Services 

is no longer available.  [Session: <session ID> User: <username>]. 
Cause:    One of the following might be the cause: 

¶ The STS signing certificate that is included with SharePoint 2010 Products is missing. 

¶ The self-signed STS signing certificate, or the external certificate that you are using, is 

missing. 
Resolution:    Import a new STS signing certificate from the SharePoint 2010 Products 
farm  

1. Retrieve the root certificate of your SharePoint 2010 Products farm. 

2. Export the root certificate. 

3. Use the makecert  utility to generate a new STS signing certificate, based on the root 

certificate. 

4. Import the new certificate into the certificate store for your operating system. 
Resolution:     Import a new self -signed STS signing certificate or external certificate  

1. Retrieve the root certificate of your SharePoint 2010 Products farm. 

2. Export the root certificate. 

3. Regenerate the certificate. 

4. Import the new certificate into the certificate store for your operating system. 
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STS cannot sign credentials - Event 8304 
(SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    Security Token Service cannot sign credentials 
Event ID:    8304 
Summary:    The Security Token service (STS) cannot sign user credentials.  
Symptoms:    One or more of the following symptoms might appear: 

¶ Users are unable to log on to Microsoft SharePoint Server 2010. 

¶ Logon fails. 

¶ People Picker fails to search or resolve and return an error message. 

¶ This event appears in the event log: Event ID: 8307  Description: An exception occurred 

when trying to create signing credential: <exception>. 
Cause:    An error occurred with the claims provider that is specified in the exception description. 
Resolution:    Import a ne w STS signing certificate from the SharePoint 2010 Products 
farm  

1. Retrieve the root certificate of your Microsoft SharePoint 2010 Products farm. 

2. Export the root certificate. 

3. Use the makecert  utility to generate a new STS signing certificate based on the root 

certificate. 

4. Import the new certificate into the certificate store for your operating system. 
Resolution:     Import a new self -signed STS signing certificate or external certificate  

1. Retrieve the root certificate of your SharePoint 2010 Products farm. 

2. Export the root certificate. 

3. Regenerate the certificate. 

4. Import the new certificate into the certificate store for your operating system. 
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Claims cannot establish endpoint - Event 
8305 (SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    Security Token Service claims cannot establish an endpoint 
Event ID:  8305 
Summary:    The Security Token service (STS) claims authentication cannot establish an 
endpoint. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Users are unable to log on to Microsoft SharePoint Server 2010. 

¶ Logon fails. 

¶ This event appears in the event log: Event ID: 8305  Description: An exception occurred 

when trying to establish endpoint for context: <exception>. 
Cause:    The claims provider is not configured correctly. 
To confirm that the STS service is running by using Windows PowerShell  

1. Verify that you meet the following minimum requirements: See Add -SPShellAdmin . 

2. On the Start  menu, click All Programs . 

3. Click Microsoft SharePoint 2010 Products . 

4. Click SharePoint 2010 Mana gement Shell . 

5. At the Windows PowerShell command prompt, type the following command: 
Get- SPServiceApplicationPool | Where {$_.DisplayName - eq <DisplayName> }| Format - List  

Where: 

¶ <DisplayName> is the display name of the STS service application pool. By default, this 

value is "SecurityTokenServiceApplicationPool". 

6. Verify that the Status  
 of the application pool is Online  
. 

Resolution:    Revert changes to the Web.config file  

1. If the Web.config file was modified, try manually reverting to the previous version, or ð if 

you backed up the file ð restore the backup. 
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STS claims provider error - Event 8307 
(SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    Security Token Service claims provider error 
Event ID:  8307 
Summary:    The Security Token service (STS) experienced an error. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Users are unable to log on to Microsoft SharePoint Server 2010. 

¶ Logon fails. 

¶ People Picker fails to search or resolve and return an error message. 

¶ This event appears in the event log: Event ID: 8307  Description: An exception occurred in 

<Claim Provider Name> claim provider when calling <Method Name>: <Exception>. 
Cause:    An error occurred with the claims provider that is specified in the exception description. 
Resolution:    Disable the claims provider  

1. Disable the claims provider that caused the error and contact the manufacturer of the claims 

provider for help resolving the error. For more information, see Configure claims 

authentication (SharePoint Foundation 2010) (http://technet.microsoft.com/library/ef8c3024-

26de-4d06-9204-3c6bbb95fb14(Office.14).aspx) 

 Important:  

Some SharePoint Server 2010 components might require the claims provider and might not 
function correctly if it is disabled. For example, shared service applications might fail during a 
call because the security modules expect that the system claims were added by this provider. 

  

http://technet.microsoft.com/library/ef8c3024-26de-4d06-9204-3c6bbb95fb14(Office.14).aspx
http://technet.microsoft.com/library/ef8c3024-26de-4d06-9204-3c6bbb95fb14(Office.14).aspx
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Administration service is not running 
(SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    Administration service is not running 
Event ID:    No event ID 
Summary:    The Microsoft SharePoint Foundation Administration service is required to run on 
all servers in a Microsoft SharePoint Foundation 2010 farm. This service performs multiple 
operations on the local server computers that require local administrator permissions for 
operations; for example, creating and deleting Web applications and service applications, and 
starting and stopping services. If this service is not running on any server in a SharePoint 
Foundation 2010 farm, administrative operations can fail or partially succeed. 
Cause:  One or more of the following might be the cause: 

¶ The SharePoint Foundation Administration service was stopped by an administrator on a 

particular computer. 

¶ The user name or password for the account that the SharePoint Foundation Administration 

service is set to run as is incorrect. 

¶ An error condition in the SharePoint Foundation Administration service caused the service to 

terminate. 
Resolution:    Start the administration service  

¶ Start the SharePoint Foundation Administration service by using the Services Microsoft 

Management Console (MMC) snap-in in Windows. Click Start , click Run  and type the 

following: 
services.msc  

Resolution:    Check the service account  

¶ If the service fails to start, ensure that the user name and account have membership in the 

Administrators group on the local computer. 
Resolution:    Repair the configuration  

¶ If the service could not be started, try to repair the SharePoint Foundation configuration on 

that server by running the SharePoint Products and Technologies Configuration Wizard. 
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Backend server not reachable (SharePoint 
Server 2010)  

Published: May 12, 2010  
Alert Name:    Backend server not reachable 
Event ID:    None 
Summary:    The Word Viewing service application takes a Microsoft Office document as an 
input and produces a Portable Network Graphics (PNG) file, Microsoft Silverlight application, or 
a PDF file as output ð the kind of output depends on the client application that requested the 
conversion. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Users get an error every time they try to view a Word document that has not been viewed 

before. 

¶ Users open a file and cannot convert it to a different format ð for example, they open a .doc 

file and cannot save it as a .docx file. 

¶ The Word Viewing service application writes errors to the event log. 
Cause:    One or more of the following might be the cause: 

¶ The Application Manager on the application server has unexpectedly stopped. 

¶ The Word Viewing service application stopped working. 

¶ The file conversion service stopped working. 
Resolution:    Restart Internet Information Services  

1. Verify that the user account that is performing this procedure is a member of the local 

Administrators group. 

2. Open a Command Prompt window and type the following at the command prompt: 
iisreset -force  
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Document conversion failures high 
(SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Document conversion failures high 
Event ID:    None 
Summary:    A high rate of conversion failures may mean something is wrong with the 
application server, or a configuration setting is incorrect. 
Symptoms:    A large number of users' documents fail to be rendered and displayed after 
conversion. 
Cause:    One or more of the following might be the cause: 

¶ Users are attempting to view a large number of corrupted documents. 

¶ The Microsoft SharePoint Server 2010 application server is malfunctioning. 
Resolution:    Verify availability of the application server  

1. Verify that the application servers are consistently available. 
Resolution:    Restart I nternet Information Services  

1. Verify that the user account that is performing this procedure is a member of the local 

Administrators group. 

2. Open a Command Prompt window and type the following at the command prompt:  
iisreset -force  

Resolution:    Add another  server to the farm  

1. If this failure keeps occurring, you should add a server to the farm to help load-balance the 

workload. 
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Document conversion launcher unavailable 
(SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    Document conversion launcher unavailable 
Event ID:    None 
Summary:    The Document Conversions Launcher Service starts document conversions on an 
application server. If the Document Conversions Launcher Service stops, the Document 
Conversions Load Balancer Service continues and any document conversion will fail. To resume 
the document conversion process, you must restart the Document Conversions Launcher 
Service. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Documents are not being converted. 

¶ The Document Conversions Launcher Service is not running. 
Cause:    The Document Conversions Launcher service is no longer running. This can happen 
when an administrator unintentionally stops the service or the server runs out of RAM. 
  

 Note:  

You must be a member of the Farm Administrators SharePoint group to perform the following 
task. 
  
Resolution:    Restart the services  

1. On the SharePoint Central Administration Home page, in the System Settings  section, click 

Manage services on server . 

2. On the Services on Server page, click Document Conversions Launcher Service . 

3. In the Select Server  section, verify that the server that you want is selected. If it is not 

selected, on the Server  menu, click Change Server .  

4. On the Select Server page, click the name of the server on which you want to run the 

Document Conversions Launcher Service. 

5. In the Communication Scheme  section, select the scheme that you want the launcher to 

use for communication. The default is http . 

6. In the Port Number  section, type the port number that you want the launcher to use for 

communication. Choose a port number that is not used by other services on the server, but 

which is open in the firewall on the server. 

7. Click OK. 
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Document conversion load balancer 
unavailable (SharePoint 2010 Products)  

Published: May 12,  2010 
Alert Name:    Document conversion load balancer unavailable 
Event ID:    None 
Summary:    The Document Conversions Load Balancer Service manages the availability of 
document converters. Stopping the service stops the document conversion process and turns off 
the Document Conversions Launcher Service. To resume the document conversion process, 
you must restart the Document Conversions Load Balancer Service, and then start the 
Document Conversions Launcher Service. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Documents are not being converted. 

¶ Only one server seems to be converting documents. 

¶ The Document Conversions Load Balancer Service is not running. 
Cause:    The Document Conversions Load Balancer Service is no longer running. This can 
occur when an administrator unintentionally stops the service or the server runs out of RAM. 
  

 Note:  

You must be a member of the Farm Administrators SharePoint group to perform the following 
task. 
  
Resolution:    Restart the Document Conversions Lo ad Balancer Service  

1. On the SharePoint Central Administration Home page, in the System Settings  section, click 

Manage services on server . 

2. On the Services on Server page, click Document Conversions Load Balancer Service . 

3. In the Select Server  section, verify that the server that you want is selected. If it is not 

selected, on the Server  menu, click Change Server .  

4. On the Select Server page, click the name of the server on which you want to run the 

Document Conversions Load Balancer Service. 

5. In the Communicatio n Scheme  section, select the scheme that you want the load balancer 

to use for communication. The default is http . 

6. In the Port Number  section, type the port number that you want the load balancer to use for 

communication. Choose a port number that is not used by other services on the server, but 

which is open in the firewall on the server. 

7. Click OK. 
Resolution:    Restart the Document Conversions Launcher Service  

1. On the SharePoint Central Administration Home page, in the System Settings  section, click 

Manage services on server . 

2. On the Services on Server page, click Document Conversions Launcher Service . 

3. In the Select Server  section, verify that the server that you want is selected. If it is not 

selected, on the Server  menu, click Change Server .  

4. On the Select Server page, click the name of the server on which you want to run the 

Document Conversions Launcher Service. 
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5. In the Communication Scheme  section, select the scheme that you want the launcher to 

use for communication. The default is http . 

6. In the Port Numb er section, type the port number that you want the launcher to use for 

communication. Choose a port number that is not used by other services on the server, but 

which is open in the firewall on the server. 

7. Click OK. 
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Knowledge article is not yet availab le 
(SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:  Knowledge article is not yet available 
Event ID:  None 
Summary:  The Microsoft System Center Operations Manager Management Pack monitors 
Microsoft SharePoint Server 2010. System Center Operations Manager raised an alert because 
of a problem in SharePoint Server 2010. 
The link in the alert would go to a knowledge article with more details about how to resolve the 
problem. However, the knowledge article is not yet available. The article will be made available 
at a later date. To resolve the problem, try one or more of the following, in the order given (click 
the link to go to the procedure in this article): 

¶ View and resolve SharePoint Health Analyzer alerts by using Central Administration 

¶ Review the Windows Event log. 

¶ Review the diagnostic log. 

¶ Review the Management Pack Guide and the product documentation. 

¶ Restart the affected service. 

¶ Restart the application pool 

¶ Restart Internet Information Services. 

¶ Restart the affected server. 

¶ Contact Microsoft Support. 
View and resolve SharePoint Health Analyzer alerts by using Central Administration  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group. 

2. In Central Administration, on the Home page, click Monitoring . 

3. On the Monitoring page, in the Health Status  section, click Review problems and 

solutions . 

4. On the Review problems and solutions page, click the alert that you want to view and 

resolve. 

5. To resolve the problem, follow the guidance given in the Remedy  section of the Review 

problems and solutions  dialog box. Keep the dialog box open so you can run the rule 

again to confirm the resolution. 

6. After following the guidance given in the Remedy  section, in the Review problems and 

solutions  dialog box for the alert, click Reanalyze Now  to confirm the resolution. If the 

problem is resolved, the alert status changes to 4-Success . 
Restart the application pool  

1. Verify that the user account that is performing this procedure is a member of the 

Administrators group on the local computer.  

2. Perform the steps in the following article: Recycle an Application Pool on Demand 

(http://go.microsoft.com/fwlink/?LinkId=168806).  
  

http://go.microsoft.com/fwlink/?LinkId=168806
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Sandboxed code is running (SharePoint 
2010 Products)  

Published: May 12, 2010  
Alert Name:    SPServiceInstance sandboxed code is running 
Event ID:    No event ID 
Summary:    The SharePoint Sandboxed Code Host is a Windows NT service that runs on each 
Microsoft SharePoint Foundation server. 
Symptoms:    You are unable to perform requests that require the execution of user code or 
activation of sandboxed solutions that contain user code. The task that fails depends on the 
topology and on the server that has the stopped service. 
Cause:    The SharePoint Sandboxed Code Host service is not running. 
Resolution:    Start the service on the given server  

¶ You can restart the SharePoint Sandboxed Code Host on a specific server by using the 

following command at an elevated command prompt: 
net start spusercodev4  
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SharePoint Administration service is 
disabled (SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    SharePoint Administration service is disabled 
Event ID:    No event ID 
Summary:    The SharePoint Administration service V4 (SPAdminV4) is disabled, which 
prevents local server administration timer jobs from changing local server settings to match 
farm-wide settings. 
Cause:    The SharePoint Administration service V4 (SPAdminV4) is disabled and cannot be 
started. 
Resolution:    Disable the throttling feature  

¶ If you want the SharePoint Administration service V4 (SPAdminV4) to run in the 

environment, set the service to start automatically and then start the service. This can be 

achieved by using either the Services Microsoft Management Console (MMC) snap-in 

(services.msc) or, in the Command Prompt window, by using the following two commands in 

order and executed by a farm administrator who is also a member of the Administrators 

group on the local computer. 
SC CONFIG SPAdminV4 start= auto  
SC START SPAdminV4  

Resolution:    Execute administration timer jobs without starting administration service  

¶ If you do not want the SharePoint Administration service V4 (SPAdminV4) to be set to run in 

the environment ð for example because of least-privilege considerations ð the 

administration timer jobs can be executed directly on the local server without starting the 

administration service. To execute the timer jobs immediately, in SharePoint Management 

Shell, run the following Windows PowerShell command: 
Start -SPAdminJob  

  

 Note:  

The Start -SPAdminJob  operation must be run on all computers in the farm where the 
SharePoint Administration service V4 (SPAdminV4) is not run. Run this command to perform 
provisioning and other administrative tasks that would typically be performed by using the 
SharePoint Foundation Timer service (SPTimer_V4). 
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SharePoint Foundation 2010 search is not 
running (SharePoint 2010 P roducts)  

Published: May 12, 2010  
Alert Name:    SharePoint Foundation search is not running 
Event ID:    No event ID 
Summary:    The Microsoft SharePoint Foundation 4 Search service (SPSearch4) is a Windows 
NT service that runs on each server that hosts a search service application. 
Symptoms:    One or more of the following symptoms might appear: 

¶ The Microsoft SharePoint Foundation 4 Search service (SPSearch4) is stopped. 

¶ You are unable to perform tasks when you attempt to use the crawl, query, or administration 

search functionality. The task that fails depends on the topology and on which server has 

the stopped service. 
Cause:    The Microsoft SharePoint Foundation 4 Search (SPSearch4) service is not running. 
Resolution: Start the service on the server  

¶ You can restart the Microsoft SharePoint Foundation 4 Search (SPSearch4) service on a 

specific server by typing the following command at an elevated command prompt: 
net start spsearch4  

  



 

 198 

 

SharePoint Health Analyzer has detected an 
error or warning (SharePoint 201 0 Products)  

Published: May 12, 2010  
Alert Name:  SharePoint Health Analyzer has detected an error or warning 
Event ID:  None 
Summary:  The SharePoint Health Analyzer has detected an error or warning that affects the 
performance, availability or security of the farm. For instructions for fixing the error or warning 
condition, review the error message and explanation.. 
Resolution:    View and resolve SharePoint Health Analyzer alerts by using Central 
Administration  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group. 

2. In Central Administration, on the Home page, click Monitoring . 

3. On the Monitoring page, in the Health Status  section, click Review problems and 

solutions . 

4. On the Review problems and solutions page, click the alert that you want to view and 

resolve. 

5. To resolve the problem, follow the guidance given in the Remedy  section of the Review 

problems and solutions  dialog box. Keep the dialog box open so you can run the rule 

again to confirm the resolution. 

6. After following the guidance given in the Remedy  section, in the Review problems and 

solutions  dialog box for the alert, click Reanalyze Now  to confirm the resolution. If the 

problem is resolved, the alert status changes to 4-Success . 
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SharePoint Timer service could not start 
(SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    SharePoint Services Timer service could not start 
Event ID:    None 
Summary:    Microsoft SharePoint Server 2010 uses the Windows SharePoint Services Timer 
V4 (SPTimerV4) service to run most system tasks. The timer service is restarted when the farm 
service account changes, and it is restarted daily during the timer service recycle job. If 
SharePoint Server 2010 cannot start the timer service, updates to the farm configuration will be 
not be synchronized to the local server. 
Symptoms:    Frequently recurring timer jobs, such as Immediate Alerts and Workflow, do not 
run. Updates to the farm configuration are not synchronized to the local server. 
Cause:    SharePoint Server 2010 cannot start the Windows SharePoint Services Timer V4 
(SPTimerV4) service. 
Resolution:    Start the timer service  

1. Verify that the user account that is performing this procedure is a member of the 

Administrators group on the local computer. 

2. Open a Command Prompt window, type the following command at the command prompt, 

and then press ENTER: 
net start sptimerv4  

3. If the service does not start, ensure that the service identity account is configured correctly 

by using the "Verify the service account" procedure later in this article. 
Resolution:    Verify the service account  

1. Verify that the user account that is performing this procedure is a member of the 

Administrators group on the local computer. 

2. Click Start , click Administrative Tools , and then click Services . 

3. In the Services  snap-in, right-click the Windows SharePoint Services Timer V4 service, and 

then click Properties . 

4. In the Service Properties  dialog box, on the Log On  tab, type the password for the 

account, confirm the password, and then click OK. 

5. Right-click the service, and then click Start . 
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SharePoint Timer service is not running 
(SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    Windows SharePoint Services Timer service is not running 
Event ID:    None 
Summary:    Microsoft SharePoint Server 2010 uses the Windows SharePoint Services Timer 
V4 (SPTimerV4) service to run most system tasks. 
Symptoms:    Frequently recurring timer jobs, such as Immediate Alerts and Workflow, do not 
run. Updates to the farm configuration are not synchronized to the local server. 
Cause:    The Windows SharePoint Services Timer V4 (SPTimerV4 service is not running. 
Resolution:    Start the timer service  

1. Verify that the user account that is performing this procedure is a member of the 

Administrators group on the local computer. 

2. Open a Command Prompt window, type the following command at the command prompt, 

and then press ENTER: 
net start sptimerv4  

3. If the service does not start, ensure that the service identity account is configured correctly 

by using the "Verify the service account" procedure later in this article. 
Resolution:    Verify the service account  

1. Verify that the user account that is performing this procedure is a member of the 

Administrators group on the local computer. 

2. Click Start , click Administrative Tools , and then click Services . 

3. Right-click Windows SharePoint Services Timer V4 , and then click Properties . 

4. On the Log On  tab, confirm that the account being used is a domain user account and is a 

member of the following: 

¶ dbcreator  fixed SQL Server server role 

¶ securityadmin  fixed SQL Server server role 

¶ db_owner  fixed database role for all databases in the server farm 

5. If the account has sufficient permissions, confirm the password by typing the password for 

the account, retyping the password in the Confirm password  box, and then clicking OK. 

6. Start the service by right-clicking the service name in the Services console, and then clicking 

Start . 
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SQL Server remote access is disabled 
(SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    SQL Server remote access is disabled 
Event ID:    None 
Summary:    Microsoft SharePoint 2010 Products uses Microsoft SQL Server 2008 Express to 
store data, to which remote access is disabled by default. Depending on your farm setup, there 
is the possibility that a remote computer will need access to the SQL Server 2008 Express 
database. 
Symptoms:    Connecting to SQL Server 2008 Express from a remote server fails. 
Cause:    Remote access is disabled 
Resolution:    Enable remote access  

1. Enable remote access. For more information, see How to configure SQL Server 2005 to 

allow remote connections (http://support.microsoft.com/kb/914277). 
  

http://go.microsoft.com/fwlink/?LinkId=188484&clcid=0x409
http://go.microsoft.com/fwlink/?LinkId=188484&clcid=0x409
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Tracing serv ice is not running (SharePoint 
2010 Products)  

Published: May 12, 2010  
Alert Name:    Tracing service is not running 
Event ID:    No event ID 
Summary:    The Microsoft SharePoint Foundation Tracing (SPTrace) service is a required 
service on all Microsoft SharePoint Foundation servers. If this service is stopped, error 
messages are not logged on the server. 
Symptoms:  No trace output is being recorded in the trace logs and no errors are being logged 
to the Windows log. 
Cause:  One or more of the following might be the cause: 

¶ An administrator accidentally stopped the SharePoint Foundation Tracing service. 

¶ An upgrade that was started on this server could not be completed. 
Resolution:    Start the Trace service  

1. Log on to the SharePoint Foundation server as an administrator. 

2. In a Command Prompt window, type the following at the command prompt: 
net start SPTrace  
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Unacceptable rendering response time 
(SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    Unacceptable response time 
Event ID:    No event ID 
Summary :   In typical Microsoft SharePoint Server 2010 deployments, pages should be 
rendered in less than a second to provide the best experience for users. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Response time to render content is consistently more than 1 second. 

¶ The Executing Time/Page Request performance counter exceeds its threshold. 
Cause:    One or more of the following might be the cause: 

¶ A high volume of traffic that causes a high server load. 

¶ Slow network connections among servers in the SharePoint farm. 

¶ Poorly designed pages that contain a large number of Web Parts or a Web Part that sends a 

large number of server requests. 
Resolution:    Diagnose specific pages that are rendered slowly  

1. If this is a performance issue for only specific pages in your sites, identify the page and 

diagnose the issue. 

a) Verify that the user account that is performing this procedure is a member of the 

Farm Administrators group. 

b) On the Central Administration the Home page, click Monitoring . 

c) On the Monitoring page, in the Reporting  section, click View health reports . 

d) On the Review problems and solutions page, click Slowest pages , and then click 

Go. 

e) The pages that are being rendered the most slowly have the highest values in the 

average duration  column. 

f) Contact the owner or developer of the page and request modifications needed for 

faster rendering. 
Resolution:    Diagnose servers and network connections  

¶ If the performance issue is more general and affects many pages in a SharePoint farm, 

make sure that the servers in your SharePoint farm are located either on the same network 

or on networks that have high bandwidth and low latency connections. 
Resolution:    Diagnose server hardware and software configuration  

1. Use Windows Task Manager and the resource monitor tools to inspect the hardware 

performance of the servers in your SharePoint farm. 

2. If the CPU usage of the servers is consistently high, consider adding hardware to reduce the 

load on individual servers. 

3. If disk usage on the servers is high or memory consumption is high, consider adding more 

memory to the servers in your SharePoint farm. 

4. Click OK. 
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User Profile Configuration service not 
started (SharePoint Server 2010)  

Published: May 12, 2010  
Alert Name:    User Profile Configuration service not started 
Event ID:    None 
Summary:    The  Forefront Identity Manager Configuration service has not been started. This 
Windows service enables Microsoft SharePoint Server 2010 to synchronize profile information 
with the directory. If the service is not started, user profile configuration will not function. 
Symptoms:    User profile configuration does not function.  
Cause:    A common cause for this issue can be that the Forefront Identity Manager service tried 
to start prior to SQL Server after a server restart. 
Resolution:    Start the service  

1. Open a Command Prompt window and type the following at the command prompt:  
net start FIMService  
net start FIMSynchronizationService  

2. If starting the service does not work, verify that the instance of SQL Server is running on the 

farm database server and try to start the services again. 

3. If starting the service does not work, review the Windows application log for additional 

errors. 
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User Profile Synchronization service not 
started (SharePoint Server 2010)  

Published: May 12, 2010  
Alert Na me:    Identity Manager Synchronization service not started 
Event ID:    None 
Summary:    The Forefront Identity Manager Synchronization service enables Microsoft 
SharePoint Server 2010 to synchronize profile information with the directory. If the service is not 
started, user profile synchronization will not function. 
Symptoms:    User profile synchronization does not function. 
Cause:    A common cause for this issue can be that the Forefront Identity Manager 
Synchronization service tried to start prior to SQL Server after a server restart. 
Resolution:    Start the service  

1. Open a Command Prompt window and type the following at the command prompt:  
net start FIMService  
net start FIMSynchronizationService  

2. If starting the service does not work, verify that the instance of SQL server is running on the 

farm database server and try to start the services again. 

3. If starting the service does not work, review the Windows application log for additional 

errors. 
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Web application taking too long to render a 
page (SharePoint 2010 Products)  

Published: May 12, 2010  
Alert Name:    Web application taking too long to render a page 
Event ID:    None 
Summary:    The Microsoft SharePoint Server 2010 Executing Time/Page Request performance 
counter monitors how long a Web application takes to render a Web page. This performance 
counter threshold can be exceeded when the network temporarily experiences congestion or a 
peak in demand from the computer that is running Microsoft SQL Server. If the threshold is 
exceeded even when the network is not congested, the Web application is consuming too much 
memory. 
Symptoms:    One or more of the following symptoms might appear: 

¶ Pages take too long to render. 

¶ The Executing Time/Page Request performance counter threshold is frequently exceeded. 
Cause:     One or more of the following might be the cause: 

¶ SharePoint Server 2010 is configured incorrectly. 

¶ The server hardware is insufficient to handle user requests. 
Resolution:    Implement configuration best practices  

¶ Follow the recommendations for the top configuration best practices in Best practices for 

operational excellence (http://technet.microsoft.com/en-us/library/cc850692.aspx). 
Resolution:    Tune Web server performance  

¶ Follow the recommendations for physical architecture and tuning that can help improve the 

performance of Web servers in Tune Web server performance (Office SharePoint Server) 

(http://technet.microsoft.com/en-us/library/cc298550.aspx). 
  

http://technet.microsoft.com/en-us/library/cc850692.aspx
http://technet.microsoft.com/en-us/library/cc850692.aspx
http://technet.microsoft.com/en-us/library/cc298550.aspx
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Web application unavailable (SharePoint 
2010 Products)  
Published: May 12, 2010  
Alert Name:    Web application unavailable 
Event ID:    None 
Summary:    This monitor attempts to access the Web application from the System Center 
Operations Manager (SCOM) server by using the Run as administrator account. The monitor is 
changed to an error state when the SCOM server receives a status code greater than 400. 
Symptoms:    The SCOM server receives a status code greater than 400. 
Cause:    One or more of the following might be the cause: 

¶ The Web application is unavailable. 

¶ The Run as administrator account does not have sufficient permission to access the Web 
application. 

Resolution:    Verify that the Web application exists and is running  
1. In the Internet Information Services (IIS) snap-in, expand the server node and the Sites  

node. 
2. Select the Web site for the Web application and ensure that the site is running. If it is not 

running, start it. If you cannot start it, go to the next step. 
3. Select the Application Pools  node. In the right-pane, ensure that the application pool for 

the Web application is started. If it is not, start it. If you cannot start it, go to the next step to 
check the Identity account. 

4. Right-click the application pool, and then click Advanced Settings . 
5. In the Advanced Settings  dialog box, in the Process Model  section, ensure that the 

Identity account has sufficient permissions to run the Web application. 
6. You might have to update the password for the Identity account. To do this, click the ellipsis 

next to the account. 
7. In the Application Pool Identity  dialog box, click Set. 
8. In the Set Credentials  dialog box, type the account name and password, and then click OK. 
9. In the IIS snap-in, try to start the application pool. If it does not start, the account does not 

have sufficient permissions. If it does start, then start the Web site. 
Resolution:    Confi rm that the Run as administrator account has sufficient permissions  
1. On the Central Administration Home page, click Security , and in the Users  section, click 

Specify web application user policy . 
2. On the Authentication Providers page, select the correct Web application. To select a Web 

application, click the arrow next to the Web Application  list, and then click Change Web 
Application . In the Select Web Application  dialog box, click the correct Web application. 

3. Click the Run as administrator account. This is the account that is specified as the Identity 
account in the above resolution. If the account is not listed, go to the next step. 

4. Click Add Users . 

5. On the Edit Users page, in the Permission Policy Levels  section, select the Full Control ï 

Has full control  check box. 

6. Click Save. 
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Web site unavailable (SharePoint 2010 
Products)  

Published: May 12, 2010  
If a Web page is not available, SharePoint 2010 Products cannot render the Web page and 
users cannot access it. 
Alert Name:    Web site unavailable 
Event ID:    None 
Summary:    If a Web page is not available, SharePoint 2010 Products cannot render the Web 
page and users cannot access it. 
Symptoms:    The SharePoint 2010 Products Web site is down, or pages on the Web site do not 
render. 
Cause:    One or more of the following might be the cause: 

¶ The Web site is unavailable. 

¶ The management pack Run as administrator account does not have permission to access 

SharePoint 2010 Products Web site. 
Resolution:    Verify that the Web site appears in the site collection  

1. On the Central Administration Web site, on the Quick Launch, click Application 

Management . 

2. On the Application Management page, in the Site Collections  section, click View all site 

collections . 

3. If the relative URL of the site collection is invalid, run Management Pack discovery. 

4. If the problem persists after running Management Pack discovery, verify the following: 

¶ The SharePoint Foundation server that is hosting the Web site is running and can be 

accessed on the network. 

¶ Internet Information Services (IIS) is running. 
Resolution:    Confirm that the Run as administrator account has sufficient permissions  

1. On the Central Administration Home page, click Security  and in the Users  section, click 

Specify web application user policy . 

2. On the Authentication Providers page, select the correct Web application. To select a Web 

application, click the Web Application , and then click Change Web Application . In the 

Select Web Application  dialog box, click the correct Web application. 

3. Click the Run as administrator account. This is the account that is specified as the Identity 

account in Information Internet Services (IIS) for the Web application that runs the Web site. 

If the account is not listed, click Add Users . 

4. On the Edit Users page, in the Permission Policy Levels  section, select the Full Control ï 

Has full control  check box. 

5. Click Save. 
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SharePoint Health Analyzer rules reference 
(SharePoint Server 2010)  

Updated: July 8, 2010  
The articles in this section are articles for the SharePoint Health Analyzer. Typically, you would 
see these articles after clicking a link in an alert in the SharePoint Health Analyzer in Central 
Administration. You can use these articles to help you troubleshoot and resolve problems in 
Microsoft SharePoint Server 2010. 
In this section: 

¶ Web Applications using Claims authentication require an update (SharePoint Server 2010) 
This article provides information about the SharePoint Health Analyzer rule "Web 
Applications using Claims authentication require an update", and describes how to update 
Claims Authentication. 

¶ Automatic update setting inconsistent across farm servers (SharePoint Foundation 2010) 
This article provides information about the SharePoint Health Analyzer rule "Automatic 
update setting inconsistent across farm servers", and describes how to configure automatic 
update settings to be consistent across the farm. 

¶ Diagnostic logging is set to verbose (SharePoint Foundation 2010) 
This article provides information about the SharePoint Health Analyzer rule "Diagnostic 
logging is set to verbose", and describes how to configure diagnostic logging. 

¶ The server farm account should not be used for other services (SharePoint Foundation 

2010) 
This article provides information about the SharePoint Health Analyzer rule "The server farm 
account should not be used for other services", and describes how to change the account 
that is used for other services. 

¶ One or more services have started or stopped unexpectedly (SharePoint Foundation 2010) 
This article provides information about the SharePoint Health Analyzer rule "One or more 
services have started or stopped unexpectedly", and describes how to start the service that 
is not running. 

¶ Databases used by SharePoint have fragmented indices (SharePoint Foundation 2010) 
This article provides information about the SharePoint Health Analyzer rule "Databases used 
by SharePoint have fragmented indices", and describes how to reorganize and rebuild 
indexes. 

¶ Content databases contain orphaned items (SharePoint Foundation 2010) 
This article provides information about the SharePoint Health Analyzer rule "Content 
databases contain orphaned items", and describes how to remove orphan sites from the 
content. 

¶ Outbound e-mail has not been configured (SharePoint Foundation 2010) 
This article provides information about the SharePoint Health Analyzer rule "Outbound e-
mail has not been configured", and describes how to configure outgoing e-mail settings in 
Central Administration. 

¶ Some health analyzer rules do not have associated timer jobs (SharePoint Foundation 

2010) 
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This article provides information about the SharePoint Health Analyzer rule "Some health 
analyzer rules do not have associated timer jobs", and describes how to create the health 
data collection timer jobs. 

¶ Drives are running out of free space (SharePoint Foundation 2010) 
This article provides information about the SharePoint Health Analyzer rule "Drives are 
running out of free space", and describes how to free disk space on the server computer. 

¶ The paging file size should exceed the amount of physical RAM in the system (SharePoint 

Foundation 2010) 
This article provides information about the SharePoint Health Analyzer rule "The paging file 
size should exceed the amount of physical RAM in the system", and describes how to 
increase the minimum size of the paging file. 

¶ Built-in accounts are used as application pool or service identities (SharePoint Foundation 

2010) 
This article provides information about the SharePoint Health Analyzer rule "Built-in 
accounts are used as application pool or service identities", and describes how to change 
the identity that is used for the service or application pool. 

¶ Web Analytics: Monitors the health of the Report Consolidator component (SharePoint 

Foundation 2010) 
This article provides information about the SharePoint Health Analyzer rule "Web Analytics: 
Monitors the health of the Report Consolidator component", and describes how to enable 
data trimming to improve the performance of the Report Consolidator. 

¶ Web Analytics: Verifies that when the Web Analytics is installed and running, usage logging 

is enabled in the farm (SharePoint Foundation 2010) 
This article provides information about the SharePoint Health Analyzer rule " Web Analytics: 
Verifies that when the Web Analytics is installed and running, usage logging is enabled in 
the farm", and describes how to enable usage logging. 

¶ Web Analytics: Verifies that a web application is serviced by at most one Web Analytics 

service application proxy (SharePoint Foundation 2010) 
This article provides information about the SharePoint Health Analyzer rule "Web Analytics: 
Verifies that a web application is serviced by at most one Web Analytics service application 
proxy", and describes how to disassociate other Web Analytics service application proxies. 

¶ Web Analytics: Verifies that the SQL Server Service Broker is enabled for the Web Analytics 

staging databases (SharePoint Foundation 2010) 
This article provides information about the SharePoint Health Analyzer rule "Web Analytics: 
Verifies that the SQL Server Service Broker is enabled for the Web Analytics staging 
databases", and describes how to enable the service broker queue. 

¶ InfoPath Forms Services Maintenance Timer Job not enabled (SharePoint Server 2010) 
This article provides information about the SharePoint Health Analyzer rule "InfoPath Forms 
Services Maintenance Timer Job not enabled", and describes how to enable the timer job. 

¶ Validate the My Site Host and individual My Sites are on a dedicated Web application and 

separate URL domain (SharePoint Server 2010) 
This article provides information about the SharePoint Health Analyzer rule "Validate the My 
Site Host and individual My Sites are on a dedicated Web application and separate URL 
domain", and describes how to configure a dedicated Web application. 

¶ Search scopes not defined for My Sites (SharePoint Server 2010) 
This article provides information about the SharePoint Health Analyzer rule "Search scopes 
not defined for My Sites", and describes how to define search scopes. 

¶ Verify each User Profile service application has a My Site host configured (SharePoint 

Server 2010) 
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This article provides information about the SharePoint Health Analyzer rule "Verify each 
User Profile service application has a My Site host configured", and describes how to 
configure a My Site. 

¶ The Visio Graphics Service has a Maximum Web Drawing Size setting that will adversely 

impact performance (SharePoint Server 2010) 
This article provides information about the SharePoint Health Analyzer rule "The Visio 
Graphics Service has a Maximum Web Drawing Size setting that will adversely impact 
performance", and describes how to change the Maximum Web Drawing Size setting for 
better performance. 

¶ Visio Graphics Service has a maximum recalculation duration setting that will adversely 

impact performance (SharePoint Server 2010) 
This article provides information about the SharePoint Health Analyzer rule "The Visio 
Graphics Service has a maximum recalculation duration setting that will adversely impact 
performance", and describes how to change the maximum recalculation duration setting for 
better performance. 

¶ The Visio Graphics Service has a minimum cache age setting that will adversely impact 

performance (SharePoint Server 2010) 
This article provides information about the SharePoint Health Analyzer rule "The Visio 
Graphics Service has a minimum cache age setting that will adversely impact performance", 
and describes how to change the minimum cache age setting for better performance. 

¶ All State Service databases are paused for a State Service Application (SharePoint Server 

2010) 
This article provides information about the SharePoint Health Analyzer rule "All State 
Service databases are paused for a State Service Application", and describes how to 
resume the databases. 

¶ A State Service Application has no database defined (SharePoint Server 2010) 
This article provides information about the SharePoint Health Analyzer rule "A State Service 
Application has no database defined", and describes how to define a database for the State 
Service Application. 

¶ InfoPath Forms Services forms cannot be filled out in a Web browser because no State 

Service connection is configured (SharePoint Server 2010) 
This article provides information about the SharePoint Health Analyzer rule "InfoPath Forms 
Services forms cannot be filled out in a Web browser because no State Service connection 
is configured", and describes how to configure a State Service connection. 

¶ Expired sessions are not being deleted from the ASP.NET Session State database 

(SharePoint Server 2010) 
This article provides information about the SharePoint Health Analyzer rule "Expired 
sessions are not being deleted from the ASP.NET Session State database", and describes 
how to start the SQL Server Agent so that expired sessions will be deleted. 

¶ The State Service Delete Expired Sessions timer job is not enabled (SharePoint Server 

2010) 
This article provides information about the SharePoint Health Analyzer rule "The State 
Service Delete Expired Sessions timer job is not enabled", and describes how to configure 
the timer job so that expired sessions will be deleted. 

¶ One or more Search crawl databases have fragmented indices (SharePoint Server 2010) 
This article provides information about the SharePoint Health Analyzer rule "One or more 
Search crawl databases have fragmented indices", and describes how to defragment the 
indexes. 

¶ One or more Search property databases have fragmented indices (SharePoint Server 2010) 
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This article provides information about the SharePoint Health Analyzer rule "One or more 
Search property databases have fragmented indices", and describes how to a health rule 
that will defragment the indexes. 

¶ InfoPath Forms Services forms cannot be filled out in a Web browser (SharePoint Server 

2010) 
This article provides information about the SharePoint Health Analyzer rule "InfoPath Forms 
Services forms cannot be filled out in a Web browser", and describes how to enable browser 
rendering of forms. 
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Web Applications using Claims 
authentication require an update (SharePoint 
Server 2010)  

Published: May 12, 20 10 
Rule Name:    Web Applications using Claims authentication require an update 
Event ID:    None 
Summary:    Web applications that use claims-based authentication are at risk for a potential 
security vulnerability that might allow users to elevate privileges. Web servers that host Web 
applications that use claims-based authentication are potentially vulnerable. 
Cause:    This can happen when you deploy a Microsoft ASP.NET 2.0-based Web application to 
a Web site that is hosted on a server running Microsoft SharePoint Server 2010 and you have 
Internet Information Services (IIS) 7.0 or IIS 7.5 running in Integrated mode on the server. 
If you deploy partially trusted Web Parts or create external lists on the SharePoint site, these 
Web Parts or external lists can have more permissions than they should have. This issue might 
create a security risk on the SharePoint site. For example, these Web Parts or external lists may 
unexpectedly generate database requests or HTTP requests. 
This issue occurs because of a change in the ASP.NET 2.0 authentication component. The 
change causes the partially trusted Web Parts or external lists to impersonate the application 
pool account. Therefore, the Web Parts have full permission to access the SharePoint site. 
Resolution:    Install t he update  

¶ To download the update, go to KB979917 - QFE for SharePoint issues - Perf Counter fix & 

User Impersonation (http://code.msdn.microsoft.com/KB979917). 

¶ For more information about update, see Knowledge Base article 979917 

(http://support.microsoft.com/kb/979917). 
  

http://code.msdn.microsoft.com/KB979917
http://code.msdn.microsoft.com/KB979917
http://support.microsoft.com/kb/979917
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Automatic update setting inconsistent 
across farm servers (SharePoint Foundation 
2010) 

Published: June 4, 2010  
Rule Name:    Automatic update setting inconsistent across farm servers 
Summary:    Servers in the SharePoint farm do not have the same Automatic Update settings 
configured. 
Cause:    One or more servers in the farm have Automatic Update settings that are different from 
the other servers in the farm. 
Resolution:    Ensure all servers in the farm have the same Automatic Update settings  

¶ Choose an Automatic Update setting that is consistent on each server on the farm. On each 

server in the farm, open the Automatic Update settings page and ensure the settings are 

configured according to the planned consistent setting. 

1. Click Start , click All Programs , and then click Windows Update .  

2. On the Windows Update Control Panel page, click Change settings . 

3. On the Choose how Windows can install updates  screen, make sure that the update 

settings are what you want. Change the update settings if necessary. 

 Note:  

If you cannot change the update settings, the update settings may be locked because of group 
policy. If this is the case, ensure that the same group policy is being applied to other servers in 
the farm. 
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Diagnostic logging is set to verbose 
(SharePoint Foundation 2010)  

Published: June 4, 2010  
Rule Name:    Diagnostic logging is set to verbose 
Summary:    SharePoint Server writes diagnostic logging information to record activity on the 
server. The logs contain information that can help you diagnose server problems. This rule 
occurs when diagnostic logging is set to verbose. The verbose setting is appropriate when you 
have to diagnose a server problem, but you should turn off verbose logging during normal 
operations. 
Cause:    One or more categories of diagnostic logging are set to verbose. 
Resolution:    Reset diagnostic logging to the default level  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group.  

2. On the Central Administration Home page, click Monitoring . 

3. On the Monitoring page, in the Reporting  section, click Configure diagnostic logging . 

4. In the Event Throttling  section, in the Least critical event to report to the event log  list 

and Least critical event to report to the trace log  list, select Reset to default . 

5. Click OK. 
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The server farm ac count should not be used 
for other services (SharePoint Foundation 
2010) 

Published: July 8, 2010  
Rule Name:    The server farm account should not be used for other services 
Summary:    The account that is used to run the SharePoint 2010 Timer service and other 
system services in the SharePoint farm should not be used for other services in the farm. 
Cause:  The Farm Account, which is used for the SharePoint 2010 Timer service and the Central 
Administration site, is highly privileged and should not be used for other services on any 
computers in the server farm. Services in the farm were found to use this account. 
Resolution:    Change the account that is used for other services  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators SharePoint group. 

2. On the Central Administration home page, click Security , and then in the General Security  

section, click Configure service accounts . 

3. On the Service Accounts page, in the Credential Management  section, in the upper drop-

down list, click the service for which you want to update credentials. 

4. In the Select an account for this component  list, click the domain account that you want 

to associate with this service. 

5. If you want to register the account that you selected on the SharePoint Server 2010 farm, 

click Register Managed Account . 

6. Click OK. 
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One or more services have started or 
stopped unexpectedly (SharePoint 
Foundation 2010)  

Published: July 8, 2010  
Rule Name:    One or more services have started or stopped unexpectedly 
Summar y:    A critical service required for the SharePoint farm to function is not running. 
Cause:    One or more critical services are not running on the specified server. 
Resolution:    Start the service that is not running  

1. Verify that the user account that is performing this procedure is a member of the 

Administrators group on the local computer. 

2. Click Start , click Administrative Tools , and then click Services . 

3. Right-click the service that you want to start, and then click Start . 
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Databases used by SharePoint have 
fragmented indices (SharePoint Foundation 
2010) 

Published: July 8, 2010  
Rule Name:    Databases used by SharePoint have fragmented indices 
Summary:    Microsoft SharePoint Server 2010 uses Microsoft SQL Server to store most of the 
content for the Web site and configuration settings. One or more of the databases used by 
SharePoint Server have fragmented indexes. A fragmented index can cause degradation in 
performance. 
Cause:    Database indexes can fragment over time as a result of insert and update operations 
performed by SharePoint Server. We recommend that you periodically delete and rebuild these 
indexes to improve system performance. 
Resolution:    Reorganize and rebuild indexes  

1. To correct index fragmentation, you can reorganize an index or rebuild an index. For 

information, see Reorganizing and Rebuilding Indexes 

(http://go.microsoft.com/fwlink/?LinkID=160083&clcid=0x409). 

Other Resources  
Example: Index fragmentation with insert/updates, measuring it and fixing it 
(http://go.microsoft.com/fwlink/?LinkId=195327&clcid=0x409) 
  

http://go.microsoft.com/fwlink/?LinkID=160083&clcid=0x409
http://go.microsoft.com/fwlink/?LinkId=195327&clcid=0x409
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Content databases contain orphaned items 
(SharePoint Foundation 2010)  

Published: July 8, 2010  
Rule Name:    Content databases contain orphaned items 
Summary:    The SharePoint Health Analyzer has detected some sites in a content database 
that are not referenced in the configuration database. These sites may not be accessible. 
Cause:    A restore operation that was not completed can result in sites in a content database 
that are not referenced in the SharePoint configuration database. 
Resolution:    Remove orphaned sites from the content databases  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group. 

2. On the Central Administration Home page, click Monitoring . 

3. On the Monitoring page, in the Health Analyzer  section, click Review problems and 

solutions . 

4. On the Review problems and solutions page, click the alert for the failing rule, and then click 

Fix Now . Keep the dialog box open so you can run the rule again to confirm the resolution. 

 Note:  

The Fix Now feature removes all orphans from the content database. 

5. After following the steps in the Remedy  section, in the Review problems and solutions  

dialog box for the alert, click Reanalyze Now  to confirm the resolution. If the problem is 

resolved, the rule is not flagged as a failing rule on the Review problems and solutions page. 
  



 

 220 

 

Outbound e -mail has not been configured 
(SharePoint Foundation 2010)  

Published: July 8, 2010  
Rule Name:    Outbound e-mail has not been configured 
Summary:    An outgoing e-mail server has not been configured on this SharePoint Server 
deployment. With no SMPT server configured for outgoing e-mail, SharePoint Server cannot 
send e-mail messages, including alert e-mail, confirmation e-mail, invitation e-mail, and e-mail 
about exceeding quotas. 
Cause:    An SMPT e-mail server has not yet been configured in the farm. 
Resolution:    Configure outgoing e -mail settings in Central Administration  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group. 

2. On the Central Administration Home page, click System Settings .  

3. On the System Settings page, in the E-Mail and Text Messages (SMS)  section, click 

Configure outgoing e -mail settings . 

4. On the Outgoing E-Mail Settings page, in the Mail Settings  section, type the SMTP server 

information in the Outbound SMTP server  box, and then specify the addresses and the 

character set that you want to use.  

5. Click OK. 
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Some health analyzer rules do not have 
associated timer jobs (Sh arePoint 
Foundation 2010)  

Published: July 8, 2010  
Rule Name:    Some health analyzer rules do not have associated timer jobs 
Summary:    The timer jobs that run SharePoint Health Analyzer rules do not exist on this 
SharePoint Server 2010 deployment. 
Cause:    Some or all of the SharePoint Health Analyzer rules may not run if the health data 
collection timer jobs are not configured. 
Resolution:    Create the health data collection timer jobs  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group. 

2. On the Central Administration Home page, click Monitoring . 

3. On the Monitoring page, in the Health Analyzer  section, click Review problems and 

solutions . 

4. On the Review problems and solutions page, click the alert for the failing rule, and then click 

Fix Now . 

5. After following the guidance given in the Remedy  section, in the Review problems and 

solutions  dialog box for the alert, click Reanalyze Now  to confirm the resolution. If the 

problem is resolved, the rule is not flagged as a failing rule on the Review problems and 

solutions page. 
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Drives are running out of free space 
(SharePoint Foundation 2010)  

Published: July 8, 2010  
Rule Name:    Drives are running out of free space 
Summary:    Disk drives on one or more of the servers in the farm are running out of disk space. 
  

 Note:  

This rule checks disk space as a proportion of the RAM on the computer. When disk space is 
less than twice the RAM on the computer, the health rule triggers an error. When disk space is 
less than five times the RAM on the computer, the health rule triggers a warning. Accordingly, 
server computers with lots of RAM are more likely to experience a failure of this rule. 
  
Resolution:    Free disk space on the server computer  

1. Verify that the user account that is performing this procedure is a member of the 

Administrators group on the local computer. 

2. Run the Disk Cleanup tool to free disk space on the server computer. 
Resolution:    Decrease the number of days to store log files  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group.  

2. On the Central Administration Home page, click Monitoring . 

3. On the Monitoring page, in the Reporting  section, click Configure diagnostic logging . 

4. On the Diagnostic Logging page, in the Trace Log  section, in the Number of days to store 

log files  box, type a smaller number.  

5. Click OK. 
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The paging file size should exceed the 
amount of physical RAM in the system 
(SharePoint Foundation 2010)  

Published: July 8, 2010  
Rule Name:    The paging file size should exceed the amount of physical RAM in the system 
Summary:    The paging file size on some servers in the SharePoint farm is smaller than the 
total physical memory that is available on the servers. 
Cause:    A Windows best practice is to set the paging file size to equal to or greater than the 
total amount of available physical memory. Garbage collection is typically more effective at 
automatic recovery of heap memory when managed heap size approximates paging file size. 
When paging file size is smaller than RAM size, new allocations of managed memory are 
granted, which leads to more garbage collection and higher CPU usage. 
Resolution:    Increase the minimum size of the paging file  

1. Verify that the user account that is performing this procedure is a member of the 

Administrators group on the local computer. 

2. On the Server Manager page, click Change System Properties .  

3. In the System Properties  dialog box, on the Advanced  tab, in the Performance  section, 

click Settings . 

4. In the Performance O ptions  dialog box, on the Advanced  tab, in the Virtual memory  

section, click Change . 

5. In the Virtual Memory  dialog box, select the Automatically manage paging file size for 

all drives  check box, or clear the check box and specify a paging file size that is equal to or 

greater than the physical memory that is available on the computer. 

6. When you have made the changes that you want, click OK, and then restart the computer to 

apply the changes.  
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Built -in accounts are used as application 
pool or service ident ities (SharePoint 
Foundation 2010)  

Published: July 8, 2010  
Rule Name:    Built-in accounts are used as application pool or service identities 
Summary:    Built-in or local computer accounts are used as an application pool identity or 
service identity. 
Cause:    Using built-in accounts as application pool identities or as service identities is not 
supported in a farm configuration. Built-in accounts include Network Service, Local Service, and 
Local System. 
Resolution:    Change the identity that is used for the service or application pool  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators SharePoint group. 

2. On the Central Administration Home page, click Security . 

3. On the Security page, in the General Security  section, click Configure service accounts . 

4. On the Service Accounts page, in the Credential Management  section, in the upper drop-

down list, click the service or application pool for which you want to change the identity. 

5. In the Select an account for this compon ent  list, click the domain user account that you 

want to associate with the service or application pool. 
If you want to register the account that you selected on the SharePoint Server 2010 farm, 
click Register Managed Account . 

6. Click OK. 
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Web Analytics: Monitors the health of the 
Report Consolidator component (SharePoint 
Foundation 2010)  

Published: July 8, 2010  
Rule Name:    Web Analytics: Monitors the health of the Report Consolidator component 
Summary:    Typically, the Report Consolidator component should not take more than two hours 
to run. This rule is triggered if it takes longer than five hours. 
Cause:    The Report Consolidator component takes longer than five hours to run. 
Resolution:    Enable data trimming by using Windows PowerShell  

1. You can enable data trimming using the Set-WebAnalyticsServiceApplication  cmdlet. 

When data trimming is enabled, the number of rows of data in the tables in the reporting 

database is trimmed to 20,000 rows per day per component (site, site collection, Web 

application, etc.). This decreases the time that the Reporting Component takes to run. 

2. Verify that you meet the following minimum requirements: See Add -SPShellAdmin . 

3. On the Start  menu, click All Programs . 

4. Click Microsoft SharePoint 2010 Products . 

5. Click SharePoint 2010 Ma nagement Shell . 

6. At the Windows PowerShell command prompt, type the following command: 
Set - SPWebAnalyticsServiceApplication [ - Identity <GUID>] - EnableDataTrimming  

Where: 

¶ <GUID> is GUID identifier of the Web Analytics service application. If you only have one 

Web Analytics service application, you do not need to specify the GUID. 
For more information, see Set-SPWebAnalyticsServiceApplication 
(http://technet.microsoft.com/library/eafa4ad8-5991-44c4-93c9-0beb60d586df(Office.14).aspx).  
  

 Note:  

We recommend that you use Windows PowerShell when performing command-line 
administrative tasks. The Stsadm command-line tool has been deprecated, but is included to 
support compatibility with previous product versions.                  
  
  

http://technet.microsoft.com/library/eafa4ad8-5991-44c4-93c9-0beb60d586df(Office.14).aspx
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Web Analytics: Verifies that when the Web 
Analytics is installed and running, usage  
logging is enabled in the farm (SharePoint 
Foundation 2010)  

Published: July 8, 2010  
Rule Name:    Web Analytics: Verifies that when the Web Analytics is installed and running, 
usage logging is enabled in the farm 
Summary:    The Web Analytics service application collects and reports on usage information 
such as page views, unique visitors, search queries issued, etc. If you require this service 
application, you must enable usage logging to ensure that logging of this data occurs.  
Cause:    Usage logging is not enabled for the Web Analytics service application. 
Resolution:    Enable usage logging for the Web Analytics service application  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators group. 

 Note:  

The usage and health data settings are farm-wide and cannot be set for individual servers in the 
farm. 

2. In Central Administration, on the Home page, click Monitoring . 

3. On the Monitoring page, in the Reporting  section, click Configure usage and health data 

collect ion . 

4. On the Configure usage and health data collection page, in the Usage data collection  

section, select the Enable usage data collection  check box. 

5. In the Event Selection  section, select the events that you want to log by selecting the check 

boxes next to the events in the Events to log  list. Ensure that at least the following events 

are selected: 

a) Page Requests 

b) Search Query Usage 

c) Site Inventory Usage 

d) Rating Usage 

6. In the Usage data collection settings  section, type the path of the folder you want usage 

and health information to be written to in the Log file location  box. The path that you 

specify must exist on all farm servers. 

7. Type the maximum disk space for the logs in gigabytes (from 1 through 20 GB) in the 

Maximum log file size  box. 

8. Click OK to save the settings and enable usage logging. 
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Web Analytics: Verifies that a web 
application is serviced by at most one Web 
Analytics service application proxy 
(SharePoint Foundation 2010)  

Published: July 8, 2010  
Rule Name:    Web Analytics: Verifies that a Web application is serviced by at most one Web 
Analytics service application proxy 
Summary:    When a Web application is associated with a Web Analytics service application, the 
Web Analytics service application logs and processes the usage data for that Web application. 
When a Web application is associated with multiple Web Analytics service applications, the Web 
Analytics service applications log and process the data for the Web application in an 
unpredictable way. We recommend that you use only one Web Analytics service application to 
log and process the data for the Web application. 
Cause:    Multiple Web Analytics service applications were created in the same farm and some 
Web applications were associated with more than one of those Web Analytics service 
applications. 
Resolution:    Disassociate other Web Analytics service applications  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators SharePoint group.  

2. In Central Administration, on the home page, under Applica tion Management , click 

Manage Web applications . 

3. On the Web Applications page, click the Web application that is in the Health Analyzer alert, 

and then click Service Connections . 

4. In the Configure Service Application Associations  dialog box, clear all but one of the 

Web Analytics service application check boxes. 

 Note:  

If the check boxes are not available, do the following: 

1. Record the connections that are listed in the default view. 

2. Select [custom]  from the Edit the following group of connections  list box. 

3. Clear all but one of the Web Analytics service application check boxes, and ensure that you 

select all of the other service applications that were in the default view. 

4. Click OK. 
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Web Analytics: Verifies that the SQL Server 
Service Broker is enabled fo r the Web 
Analytics staging databases (SharePoint 
Foundation 2010)  

Published: July 8, 2010  
Rule Name:    Web Analytics: Verifies that the SQL Server Service Broker is enabled for the 
Web Analytics staging databases 
Summary:    The service broker queue for the Web Analytics databases is not enabled. This 
causes Web Analytics data to not be processed. 
Cause:    This could be because of a recent SQL Server databases attach or detach or a backup 
or restore operation. 
Resolution:    Enable the service broker queue  

¶ In Central Administration, on the Review problems and solutions page, click the rule, and 

then click Repair Automatically . 
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InfoPath Forms Services Maintenance Timer 
Job not enabled (SharePoint Server 2010)  

Published: July 8, 2010  
Rule Name:    The InfoPath Forms Services Maintenance timer job is not enabled 
Summary:    The InfoPath Forms Services Maintenance timer job is not enabled. 
The InfoPath Forms Services Maintenance timer job is used by InfoPath Forms Services to 
improve performance by caching form template data on each front-end Web server. 
Cause:    The timer job may have been disabled on the Job Definitions page on the Central 
Administration Web site or the Windows PowerShell cmdlet Disable -SPTimerJob  was used. 
Resolution:    Enable the timer job by  using the Central Administration Web site  

1. Verify that the user account that is performing this procedure is a member of the Farm 

Administrators SharePoint group. 

2. On the home page of the Central Administration Web site, click Monitoring . 

3. Click Review Job d efinitions . 

4. Click InfoPath Forms Services Maintenance . 

5. Click Enable . 
Resolution:    Enable the timer job by using Windows PowerShell  

1. Verify that you meet the following minimum requirements: See Add -SPShellAdmin . 

2. On the Start  menu, click All Programs . 

3. Click Microsoft SharePoint 2010 Products . 

4. Click SharePoint 2010 Management Shell . 

5. At the Windows PowerShell command prompt, type the following command: 
Enable - SPTimerJob " <FormsMaintenanceJobDefinition> "  

Where: 

¶ <FormsMaintenanceJobDefintion> is the actual name of the timer job to enable. 
For more information, see Enable-SPTimerJob (http://technet.microsoft.com/library/ca2ce54c-
1a9a-46d5-8055-a1f87c30a99a(Office.14).aspx). 
  

http://technet.microsoft.com/library/ca2ce54c-1a9a-46d5-8055-a1f87c30a99a(Office.14).aspx
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Validate the My Site Host and individual My 
Sites are on a dedicated Web application 
and separate URL domain (SharePoint 
Server 2010)  

Published:  July 8, 2010  
Rule Name:    Validate the My Site Host and individual My Sites are on a dedicated Web 
application and separate URL domain 
Summary:    For performance and manageability reasons, we recommend that the My Site host 
and individual My Sites be deployed in a dedicated Web application. The owner of each 
individual My Site is the site collection administrator for that My Site. Having a dedicated Web 
application for the My Site host and individual My Sites reduces the security risk that a My Site 
owner can introduce same-domain scripting attacks on other sites that are hosted on the same 
Web application. 
Cause:    The My Site host and individual My Sites are deployed in the same Web application as 
the root site collection. If the User Profile Service was configured by using the Farm 
Configuration Wizard, this is how My Sites are set up. 
Resolution:    Set up a dedicated Web application  

¶ We recommend that you have a separate, dedicated Web application to host the My Site 

host and individual My Sites. 
For more information, see Create a Web application (SharePoint Server 2010) 
(http://technet.microsoft.com/library/121c8d83-a508-4437-978b-
303096aa59df(Office.14).aspx). 

  

http://technet.microsoft.com/library/121c8d83-a508-4437-978b-303096aa59df(Office.14).aspx
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Search scopes not defined for My Sites 
(SharePoint Server 2010)  

Published: July 8, 2010  
Rule Name:    Search scopes not defined for My Sites 
Summary:    When you create a My Site host, it is important to make sure that search scopes 
are defined for the My Site host and My Sites. Otherwise, performance can be degraded on My 
Site pages, causing very high latencies, low throughput, and high CPU utilization on the Web 
server. 
Cause:    The administrator did not define search scopes for My Sites and the My Site host. 
Resolution:    Define search scopes for My Sites and the My Site host  

1. Verify that the user account that is performing this procedure is an administrator for the User 

Profile Service service application. 

2. On the Central Administration Home page, in the Application Management  section, click 

Manage service applications . 

3. On the Manage Service Applications page, click the User Profile Service service application. 

4. On the User Profile Service page, in the My Site Settings  section, click Setup My Sites . 

5. On the My Site Settings page, in the Preferred Search Center  section, select the correct 

search scopes from the Search scope for finding people  and Search sco pe for finding 

documents  lists. 
Typically, the setting for the Search scope for finding people  list is People  and the 
Search scope for finding documents  list is All Sites . 

6. Click OK. 
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Verify each User Profile service application 
has a My Site host config ured (SharePoint 
Server 2010)  

Published: July 8, 2010  
Rule Name:    Verify each User Profile service application has a My Site Host configured 
Summary:    Without a My Site host, end-users are not able to use personal sites or people 
profiles. Therefore, we recommend that if you create a User Profile Service service application, 
you also create a My Site host for the User Profile Service. 
Symptoms:    My Sites and other people profile features are not available to users. 
Cause:    The administrator who created the User Profile Service service application did not also 
create a My Site host. 
Resolution:    Verify that a My Site site collection has been created  

¶ For information about setting up a My Site site collection, see Set up My Site (SharePoint 

Server 2010) (http://technet.microsoft.com/library/e6600dfa-7f96-4c6f-a1be-

b7ad348ac30f(Office.14).aspx). 
Resolution:    Associate the My Site host with a User Profile Service service application by 
using Windows PowerShell  

1. Verify that you meet the following minimum requirements: See Add -SPShellAdmin . 

2. On the Start  menu, click All Programs . 

3. Click Microsoft SharePoint 2010 Products . 

4. Click SharePoint 2010 Management Shell . 

5. At the Windows PowerShell command prompt, type the following command: 
Set - SPProfileServiceApplication [ - Name <UserProfileServiceApplicationName> ] -
MySiteHostLoca tion <URL> 

Where: 

¶ <UserProfileServiceApplicationName> is the friendly name of the User Profile Service 

service application. If you only have one User Profile Service service application, you do 

not need to specify the name. 

¶ <URL> is URL of an empty site collection that has no templates associated with it. 
  

http://technet.microsoft.com/library/e6600dfa-7f96-4c6f-a1be-b7ad348ac30f(Office.14).aspx
http://technet.microsoft.com/library/e6600dfa-7f96-4c6f-a1be-b7ad348ac30f(Office.14).aspx
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Visio Graphics Service has a maximum 
cache age setting that will adversely impact 
performance (SharePoint Server 2010)  

Published: July 8, 2010  
Rule Name:    The Visio Graphics Service has a maximum cache age setting that will adversely 
impact performance 
Summary:    The Visio Graphics Service has a maximum cache age setting that will adversely 
impact performance. If the Maximum Cache Age  setting is longer than 60 minutes it might 
result in a large memory load of the Visio Graphics Service. 
Cause:    The Maximum Cache Age  setting was set greater than 60 minutes. 
Resolution:    Reduce the value of the Maximum Cache Age setting  

1. Verify that the user account that is performing this procedure is an administrator of the Visio 

Graphics Service service application. 

2. In Central Administration, on the Home page, in the Application Management  section, click 

Manage service applications . 

3. On the Service Applications page, click the Visio Graphics service application. 

4. On the Manage the Visio Graphics Service page, click Global Settings . 

5. Ensure that the settings have the values that are listed in the following table. If they do not, 

type the value in the corresponding text box. 

Setting  Value  

Maximum Web Drawing Size  < 5 (Megabytes) 

Minimum Cache Age  > 4 (Minutes) 

Maximum Cache Age  < 60 (Minutes) 

Maximum Recalc Duration  < 60 (Seconds) 

6. Click OK. 
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The Visio Graphics Service has a Maximum 
Web Drawing Size setting that will adversely 
impact performance (SharePoint Server 
2010) 

Published: July 8, 2010  
Rule Name:    The Visio Graphics Service has a Maximum Web Drawing Size setting that will 
adversely impact performance 
Summary:    The Visio Graphics Service has a maximum Web drawing size setting that will 
adversely affect performance. If the Maximum Web Drawing Size  setting is larger than 5 MB, it 
might result in increased bandwidth usage, decreasing the expected performance of the Visio 
Graphics Service. 
A Web drawing size increases performance by downloading smaller images which, minimizes 
bandwidth usage. 
Cause:    The Maximum Web Drawing Size  setting was set greater than 5 MB. 
Resolution:    Decrease the value of the Maximum Web Drawing Size setting  

1. Verify that the user account that is performing this procedure is an administrator of the Visio 

Graphics Service service application.  

2. In Central Administration, on the Home page, in the Application Management  section, click 

Manage service applications . 

3. On the Service Applications page, click the Visio Graphics service application. 

4. On the Manage the Visio Graphics Service page, click Global Settings . 

5. Ensure that the settings have the values that are listed in the following table. If they do not, 

type the value in the corresponding text box. 

Setting  Value  

Maximum Web Drawing Size  < 5 (Megabytes) 

Minimum Cache Age  > 4 (Minutes) 

Maximum Cache Age  < 60 (Minutes) 

Maximum Recalc Duration  < 60 (Seconds) 

6. Click OK. 
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Visio Graphics Service has a maximum 
recalculation duration setting that will 
adversely impact performance (SharePoint 
Server 2010) 

Published: July 8, 2010  
Rule Name:    The Visio Graphics Service has a maximum recalc duration setting that will 
adversely impact user perceived performance 
Summary:    The Visio Graphics Service has a maximum recalculation duration setting that will 
adversely affect performance. If the Maximum Recalc Duration  setting is longer than 60 
seconds, it might result in large processor load of the Visio Graphics Service and Microsoft 
SharePoint Server 2010, decreasing the expected performance of both. 
A shorter duration increases performance by only allowing simple data-connected diagrams to 
be recalculated by the server, minimizing CPU and memory usage. A longer duration allows the 
recalculation of more complex data-connected diagrams while using more CPU cycles and 
memory. The default duration is 60 seconds. 
Cause:    The Maximum Recalc Duration  setting was set longer than 60 seconds. 
Resolution:    Decrease the value of the Maximum Recalc Duration setting  

1. Verify that the user account that is performing this procedure is an administrator of the Visio 

Graphics Service service application.  

2. In Central Administration, on the Home page, in the Application Management  section, click 

Manage service applications . 

3. On the Service Applications page, click the Visio Graphics service application. 

4. On the Manage the Visio Graphics Service page, click Global Settings . 

5. Ensure that the settings have the values that are listed in the following table. If they do not, 

type the value in the corresponding text box. 

Setting  Value  

Maximum Web Drawing Size  < 5 (Megabytes) 

Minimum Cache Age  > 4 (Minutes) 

Maximum Cache Age  < 60 (Minutes) 

Maximum Recalc Duration  < 60 (Seconds) 

6. Click OK. 
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The Visio Graphics Service has a minimum 
cache age setting that may cause a security 
issue (Share Point Server 2010)  

Published: July 8, 2010  
Rule Name:    The Visio Graphics Service has a minimum cache age setting that may cause a 
security issue 
Summary:    Setting Minimum Cache Age  to 0 minutes may leave the Visio Graphics Service 
open to a denial of service (DoS) attack. A value of 0 for this setting might lead to large 
processor and network load of the Visio Graphics Service and Microsoft SharePoint Server 
2010, decreasing the expected performance of both. However, increasing this value means that 
users will not see their data-connected diagrams refreshing as frequently. 
Cause:    The Minimum Cache Age  setting was set to 0 minutes. 
Resolution:    Increase the value of the Minimum Cache Age setting  

1. Verify that the user account that is performing this procedure is an administrator of the Visio 

Graphics Service service application. 

2. In Central Administration, on the Home page, in the Application Management  section, click 

Manage service applications . 

3. On the Service Applications page, click the Visio Graphics service application. 

4. On the Manage the Visio Graphics Service page, click Global Settings . 

5. Ensure that the settings have the values that are listed in the following table. If they do not, 

type the value in the corresponding text box. 

Setting  Value  

Maximum W eb Drawing Size  < 5 (Megabytes) 

Minimum Cache Age  > 4 (Minutes) 

Maximum Cache Age  < 60 (Minutes) 

Maximum Recalc Duration  < 60 (Seconds) 

6. Click OK. 
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The Visio Graphics Service has a minimum 
cache age setting that will adversely impact 
performance (Sha rePoint Server 2010)  

Published: July 8, 2010  
Rule Name:    The Visio Graphics Service has a minimum cache age setting that will adversely 
impact performance 
Summary:    The Visio Graphics Service has a minimum cache age setting that will adversely 
affect performance. If the Minimum Cache Age  setting is shorter than 4 minutes, it might result 
in large processor and network load of the Visio Graphics Service and Microsoft SharePoint 
Server 2010, decreasing the expected performance of both. However, increasing this value 
means that users will not see their data-connected diagrams refreshing as frequently. 
Cause:    The Minimum Cache Age  setting was set shorter than 4 minutes. 
Resolution:    Increase the value of the Minimum Cache Age setting  

1. Verify that the user account that is performing this procedure is an administrator of the Visio 

Graphics Service service application. 

2. In Central Administration, on the Home page, in the Application Management  section, click 

Manage service applications . 

3. On the Service Applications page, click the Visio Graphics service application. 

4. On the Manage the Visio Graphics Service page, click Global Settings . 

5. Ensure that the settings have the values listed in the following table. If they do not, type the 

values in the corresponding text boxes, and then click OK. 

Setting  Value  

Maximum Web Drawing Size  < 5 (Megabytes) 

Minimum Cache Age  > 4 (Minutes) 

Maximum Cache Age  < 60 (Minutes) 

Maximum Recalc Duration  < 60 (Seconds) 

6. Click OK. 
  
















































































































































































































































































































































































































