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Database Growth
A Three Dimensional Problem

® New Business Data

¢ Historical Data _
® Multiple Database Formats

@ Bridging Multiple Databases

® Business Intelligence
® CRM

Nirnoer of Datzgeses ® Ecommerce
® Enterprise Portals




Database Server
Reguirements

® Supply users with fast
access to information

® Deliver performance that
scales as demands increase

® Keep pace with expanding
data stores and file sizes

® Provide a secure, reliable
platform that fits within
Infrastructure and cost
constraints




Achieving Scalability

® Ability of hardware and software to
Increase or decrease capacity to

support larger or smaller volumes
of data and more or less users

® Factors influencing scalability
® 64-bit capabilities
® Multi-core processors

@ Fast access to memory
@ High-speed I/O




Achieving Scalability

AMD Opteron™ Processor with Direct

Connect Architecture

® AMDG64 Core
® Enables 32- and 64-bit computing
® Eliminates 4GB memory barrier
® Dynamically throttled core

® Integrated Memory Controller
® Reduces memory latency

® HyperTransport™ Technology

® Up to 24.0 GB’s peak bandwidth
per processor

® Directly connects CPUs

CPUO I CPU1

1MB 1MB
L2 Cache L2 Cache
System Request Interface

Crossbar Switch

Memory HyperTranport™
Controller 0 1 2




Achieving Scalability

Front-side Bus Direct Connect Architecture
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e Traditional platform Architecture for the Future

e Processors on a shared bus Direct Connect for processors

e Same bus for memory & 1/0 Direct Connect for memory & 1/0
» 64-bit afterthought Designed for 64-bit and 32-bit




Achieving Scalability

L" Micros.oft‘
Ay Windows Server 2003
x64 Editions

@ Support for greater memory space
Performance improvements due to

® |[mproved memory management

® Expanded registers

@ |/O subsystems

Better protection from malicious code
® Compatibility with existing 32-bit

applications

http://www.microsoft.com/windowsserver2003/techinfo/overview/x64benefits.mspx




Achieving Scalability
Microsoft SQL Server 2005

Advantages of transitioning from
32-bit to 64-bit database

® Significant portions of a database can
be loaded into memory

® Large virtual address provides more
space to efficiently process data

® Information for a large data set can be
stored In a single file




64-bit Capabilities




64-bit Capabilities

AMD Opteron™ Processor
®Processes more data per clock cycle
® 64-bit wide registers

® Performs operations on 64 bits of data
at one time

e Addresses more memory AMD
® 256TB (48 bits) of virtual memory @

Opteron-

® 1TB (40 bits) of physical memory




64-bit Capabilities
Windows® Server 2003 x64

® Eliminates 4GB virtual memory
limitation of 32-bit OS

® By default 2 GB Is addressable by a
process and 2 GB addressable by
32-bit Windows®

® Can be reconfigured to give 3 GB
to a process and 1 GB for Windows
- but this squeezes the OS!




64-bit Capabilities
Windows® Server 2003 x64

General Memory Limits

32-Bit Windows®

64-Bit Windows

Total virtual address space

4 GB

16 TB

Virtual address space per 32-bit app

2 GB (3GB if system is
booted with /3GB switch)

4 GB if compiled with
ILARGEADDRESSAWARE

Virtual address space per 64-bit app

Not applicable

8 TB

Paged pool

47 MB

128 GB

Non-paged pool

256 MB

128 GB

System Page Table Entry (PTE)

Physical Memory & Processor Limits

660 MB to 900 MB

32-Bit Versions

128 GB

64-Bit Versions

Windows XP Professional

4 GB /1to 2 Processors

128 GB / 1 to 2 Processors

Windows Server 2003, Standard Edition

4 GB /1to 4 Processors

32 GB/1to 4 Processors

Windows Server 2003, Enterprise Edition

64 GB / 1to 8 Processors

1TB/1to 8 Processors

Windows Server 2003, Datacenter Edition

64 GB / 8 to 32 Processors

1 TB/8to 64 Processors

http://www.microsoft.com/windowsserver2003/techinfo/overview/x64benefits.mspx




64-bit Capabilities
Microsoft SQL Server 2005

Examples of database operations that

benefit from 64-bit:

® Queries that sort large volumes of data

® Complex, multi-step queries

® Multiple database objects are defined
and open simultaneously

® Handling many concurrent users,

cursors, transactions,
® Handling many stored

ocks, etc.

orocedures




Multi-core Processors




Why Multi-Core Processors?

Size, power consumption, and performance
needs of today's computers reguire new
Innovations in processor design

Memory bandwidth?

DDR Memor ] [
Processor ermory Pipeline

Controller
Performance \ Length?
(1PC)? L1

Instr
Cache

L1
Data
Cache

Execution cores —

(physical or HyperTransport™
logical)?

Cache Size
and
Hierarchies?

1/0 bandwidth?




Multi-Core Processors
AMD Opteron™ Dual-Core Technology

® Designed for dua

® 940-pin compatib

® No changes In power

® Non-disruptive migration

Photograph of 90nm dual-core
AMD Opteron processor prototype




Multl-Core Processors
AMD Opteron™ Dual-Core Technology

® One die with 2 CPU cores

® Each core has separate
L1/L2 cache hierarchies

® Cores share Integrated
Memory Controller and
HyperTransport™ links

® Supports AMD
PowerNow!™ Technology
with Optimized Power
Management

CPUO I CPU1

1MB 1MB
L2 Cache L2 Cache

System Request Interface

Crossbar Switch

Memory HyperTranport™
Controller 0 1 2




Multi-Core Processors

Dual-Core Performance

SPECcpu Single-to-Dual Core Parformance Gain (Microsoft® WindowsE
Server 2003)

SPECIntE_rate2000 (4P)

SPECint_rate2000 (2P)

SPECint_rate2000 (1P)

SPECfp®_rate2000 (4P)

SPECfp_rate2000 (2P)

SPECfp_rate2000 (1P) [§

SPEC and the benchmark names SPECint and SPECfp are registered
trademarks of the Standard Performance Evaluation Corporation. SPEC score
for AMD Opteron processor Model 265, 275, B65 and 875-based systems under
submission to SPEC as of Aprl 18, 2005, Other competifive results stated abowve
reflect results published on www_ spec.org as of April 6, 2005, For the latest
SPECInt and SPECTp results visit http/f'www spec.org/cpu200d0.

Dual-core
technology
allows AMD to
offer a

competitive
performance
roadmap while
meeting the
power
requirements
of our

customers

http://www.amd.com/us-en/Processors/Productinformation/0,,30_118 8796_8800~97026,00.html




Fast Access to Memaory.




Fast Access to Memory
Memory Controller Technology

. | . CPU ‘
| AMD _, b Lt {2 |
| Opteron -

Bridge i
External Memory Controller

CPU has dedicated ® Memory performance
bandwidth for memory scales with the FSB

Bandwidth increases with frequency

addItIOI’? _Of s ® Additional CPU’s must
No additional power share memory

required bandwidth

Integrated Memory Controller l
[ &) s
Runs at CPU frequency -




Fast Memory Access
Non-Uniform Memory Access (NUMA)

Memory initialized into globa_lly
I addressable memory space with

processors maintaining cache

- coherency across this space

Windws® OS assigns threads from same
_ process to the same NUMA node
} |
Iﬁl—'I—I'—'mH bﬂﬁiﬂ—l—l—l—l Processor has local memory and
I : uses HyperTransport™ for high-

A8l BEEN i‘;. _I,I I I speed access to non-local
I I I I B . memory




Fast Access to Memory
Memory Bandwidth

S5iSoft Sandra Memory Bandwidth
mFPU @ALU

Dual AMD 11228 Mem O ry
Opteron™ 252

11270

QUEIAND S —————. 1/ bandwidth

O S R —— 1| (223
Dual AMD 10

OpteronTM 275 e 10072 I n C reaS eS
Dual Xeon 3.2GHz "
with
SR frequency

SiSoft Sandra is a synthetic test for stressing individual
components. The tests can stress a system's CPU,
Memory, or Multimedia capabilities. Higher Sandra

scores mean better overall component performance.

Dual Xeon 3.4GHz

el Lad Ll L)
I~ oW

2 h = (0

http://techreport.com/reviews/2005qg2/opteron-x75/index.x?pg=5




Fast Access to Memory
Memory Latency

Sciencemark - Memory Access Latency

6192KB block, 512-byte stride M emo ry
AMD Opteron™
N
252
B aten Y
275
e decreases
xeonszcr: (I :
xeonazcr: (I with

© B % 0 120 e freqguency

Hanoseconds (Lower is better)

Sciencemark is a synthetic benchmark which stresses

CPU performance. The benchmarks are a collection of

science and physics mathematical calculations. Lower
times mean better performance.

http://techreport.com/reviews/2005g2/opteron-x75/index.x?pg=5




Fast Access to Memory
NUMA Performance

NUMA vs. Non-NUMA Performance (using STREAM)

AMD Opteron™ Model 850 (NUMA-enabled) m 182%

S
Ly

AMD Opteron Model 850 (no NUMA) e :WL‘I%

AMD Opteron Model 848 (NUMA-anabled) A EELEE 178%

AMD Opteron Model 848 (no NUMA)
AMD Opteron Model 250 (NUMA-anabled)
AMD Opteron Model 250 (no NUMA)

AMD Opteron Model 248 (NUMA-anabled)

AMD Opteron Model 248 (no NUMA)

|
0 4000 B8.000 12000 16000

http://www.amd.com/us-en/Processors/Productinformation/0,,30_118 8796 8800~87894,00.htm|




Fast Memory AcCCess
NUMA Scheduling Example

® OS distributes o e

Processor L
threads across = -
001f | : 010

Processors .
® OS attempts to g z

map a thread’s Node00/ Node01/

memory requests e I S

to local memory B
Processor Processor

® If no memory Is : : 01
left on the current
node, OS will use )
memory of other Nodel11l / Node10/
nodes




High-speed I/O




High-Speed I/O
HyperTransport™ Technology

® High performance chip-to-chip interface
@ Full PCI software compatibility
® Supports up to 31 devices

® Allows building block approach
to system design

® Reduces the number of
proprietary buses

® Open standard

® Cost efficient




High-Speed |/O
HyperTransport™ Technology

HyperTransport™ Technology Math:
16 Bits x 2 GHz x 2 transfers/clk x 2 (each direction)
8 Bits per Byte

= 16.0 GB/s
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Bi-Directional
Throughput

32-bits 64-bits  32-bits 64-bits  64-bits 32-bits 32-bits 8-bits 16-bits 16-bits  16-bits
33Mhz PCI 66Mhz PCI 133Mhz 66MHz PCI-E 16x 800 MHz 1 GHz 2GHz

PCI-X® AGP 8x
HyperTransport™




High-Speed |/O
HyperTransport™ Technology

Typical Communication Latencies




High-Speed I/O
HyperTransport™ Technology

& ® Enables “glueless”
L —|GP] T | Gp | — multi-CPU design
| ¥ | e Each CPU adds
HyperTransport™

bandwidth

® Three (coherent
capable) links per
AMD Opteron™ 800
Series

® Scales up to 8
processors/16 cores




Putting the

Pieces Together




Putting the Pieces Together
TPC-C Benchmark

TPC-C™ Performance (Microsoft® Windows® Server 2003 Enterprise Edition) | Price/tpmC CPU Watts

AMD Opteron™ Model 875 LrPLil 143%|  $2.04
Xeon MP 3.66GHz 1MB L2 : : | $5.99
AMD Opteron Model 852 RPN 100% $2.80 95

AMD Opteron Model 850 123027 oy $2.94 95

ltanium 2 1.5GHz 6MB L3 : $4.49 130

AMD Opteron Model 848 LB T 81% :
Price/performance

Xeon MP 3.0GHz 4MB L3 : | 79% per watt leader

| Scales from single
9%
core to dual core

Xeon MP 2.8GHz 2MB L3

|
0 47 500 85,000 142,500 190,000 .
Ready to migrate
These TPC scores are current as of April 19, 2005. For the most up-to-date TPC-C to 64-bit

scores go to www.tpc.org. TPC-C and tpmC are trademarks of the Transaction combputin
Processing Performance Council. P g

Running Windows® Server 2003 Enterprise Edition
and Microsoft SQL Server 2000

http://www.amd.com/us-en/Processors/Productinformation/0,,30_118 8796 8800~85134,00.html




Putting the Pieces Together
SAP SD 2-Tier Benchmark

SAP Standard Application Sales and Distribution (SD) 2-Tier Performance
Microsoft® Windows® Server 2003 Enterprise Edition

® Scales from
AMD Opteron™ Model 875 m”#% Slngle core to

AMD Opteron Model 852 | Single Core 100%

| | dual core

Xeon MP 3.33GHz 8MB L3 92%
I |

AMD Opteron Model 850 | 90% ® | ower POWEr

Xeon MP 3.0GHz 4MB L3 | ; COnsumptiOn

|
ltanium 2 1.5GHz 6MB L3 : T1%

! ® Supports 32-
AMD Opteron Model 848 AR 7% bit and 64-bit

1
0 450 800 1.350 1.800

Microsoft and Windows are registered trademarks of the Microsoft Corporation in ap p I I Catl O nS
the United States and other jurisdictions. For complete SAP benchmark
information visit hitp/Mwww.sap.comibenchmark.

Running Windows® Server 2003 x64 Enterprise Edition
Microsoft SQL Server 2000

http://www.amd.com/us-en/Processors/Productinformation/0,,30_118 8796_8800~97419,00.html




Putting the Pieces Together
Microsoft SQL Server 2005 WinHEC Demo

S identity e
_fﬁ-—::—:'— T G '-:'.:_"_:_"- . . CO m p areS perfO r m an Ce

of 32-bit and 64-bit
database environments

il SQLServer 2005

s Loads 5 million records
Into look-up table and
runs client queries

64-bit Microsoft SQL
Server 2005 running a
dual-core HP ProLiant
DL585 handled 5 times
the queries of 32-bit
configuration

http://mww.microsoft.com/sql/64bit/productinfo/winhecdemo.asp




Putting the Pieces Together
Microsoft SQL Server 2005 Case Study

AMD Opteron-based server + Microsoft SQL Server 2005
Performance to handle large amounts of data while
providing users quick response to their queries

Problem: Microsoft’s Volume Licensing Business Tools and
Analytics group needed more effective way to gather pricing data
and generate enterprise agreements

Solution: Microsoft Office smart client application, “the Easy
Pricing and Estimation Tool” (EZPET 2.0)

EZPET 2.0 allows users to select prices, find attributes that define the
price of a product, and automatically prepare a quote

Built on the Microsoft .NET Framework 2.0 using the Microsoft Visual
Studio® .NET 2005 Beta development environment

Pulls pricing data from databases with 3.9 million price points

Data Transformation Service Wizard in SQL Server 2005 used to create
smaller, manageable sets of data that can be delivered to the client tier




Achieving Scalablllty
Closing Thoughts

® 64-bit environment

@ Start the migration today!

® Multi-core technology

® Performance without
Increasing power

® |[nnovative system design

® Fast memory and I/O access
that translates into better
application performance




Resources

Resource 1:

http://www.amd.com/us-
en/Processors/Productinformation/0,,30 118 8796,00.html

Resource 2:

http://www.amd.com/us-
en/Processors/Productinformation/0,,30 118 8796 8800,00.html

?redir=CP0OS13

Resource 3:
http://www.microsoft.com/windowsserver2003/techinfo/overview/x64b
enefits.mspx

Resource 4.
http://www.amd.com/amd64ecosystem




Your Feedback
IS Important!

L 8
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Please Fill Out a Survey for
This Session on CommNet




Trademark Attribution

AMD, the AMD Arrow Logo, AMD Opteron
and combinations thereof are trademarks
of Advanced Micro Devices, Inc.
HyperTransport is a licensed trademark of
the HyperTransport Technology
Consortium. Microsoft and Windows are
registered trademarks of Microsoft
Corporation in the U.S. and/or other
jurisdictions. Other names are used for
iInformational purposes only and may be
trademarks of their respective owners.




Microsoft

Your potential. Our passion.

© 2005 Microsoft Corporation. All rights reserved.
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