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Objectives

U Overview of new features & enhancements in
Windows Server 2012 R2 Failover Clustering
U Motivate you to investigateWindows 2012 R2 &Next
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Guest Clustering Options

Guest Clustering shared storage deployment options

Windows Server | Windows Server

2008 (R2) 2012
FibreChannel P P
ISCSI P P P
File (SMB) P P
Shared VHDX P
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U Hosts have to be W2K12R2
U Guests W2K12(R2)* with IC installed. Nothing architecturally prevents
the use of older versions, but they do not have test coverage which  B= Microsoft

I III I makes it unsupported




Shared VHDX Limitations

1. You cannot do hostlevel backups of the guest cluster

U You do in guest backups as you do with physical clusters
2. You cannot on line resize the sharedHDX

U Butyou can hot add or remove them.

3. You cannot Storage Live Migrate the shared VHDX file

U But you can move the other VM files and perform normal Live Migration
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CreatingShared VHDX Example

Example of creating and attaching a shared VHDX to two existing VMs

PS C: \ > New- VHD - Path C: \ ClusterStorage \ Volumel\ Shared.VHDX - Fixed - SizeBytes 30GB

PS C: \ > Add - VMHardDiskDrive - VMNameNodel - Path C: \ ClusterStorage \ Volumel\ Shared.VHDX -
SupportPersistentReservations

PS C: \ > Add - VMHardDiskDrive - VMNameNode2 - Path C: \ ClusterStorage \ Volumel\ Shared.VHDX -
ShareVirtualDisk

= B 5CSI Controller
i Hard Crive
DIDIERTESTOSDISKO 1.VHDX

[N

[= == Hard Drive

o

GuestClusterSharedDataDiskD. ..

T

'T“,' Metwark Adapter Virtual hard disk sharing allows the virtual hard disk to be used as shared storage
by multiple virtual machines at the same time, This is typically useful in virtual

Hyper-V-Guests-01
£ M t machine dustering scenarios, SCSI-persistent reservations are used to enable
anagemen virtual hard disk sharing.
|L| MName
DidierTest09 Enable wirtual hard disk sharing
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" come services offered /1y Some virtual machine and virtual hard disk features will be disabled when this | M icrOSOft

= ch ot e Local setting is enabled. If you want to disable this setting, you must first shut
1| Chedkpaint File Location down all virtual machines that have been configured to use this shared virtual
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Shared VHDX
DEMO
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VM Drain on Shutdown

A VMs live migrated to another node during shutdown

A Protects from downtime for VMs due to unknowinglyr =
mistakenlyrebooting or shutting down the wrong host ~ *" ™"

Restart

AVMs moved to O0Best Avail é >
A Honors VM prioritization “

A Enabled/Disabled vidDrainOnShutdowrmtluster common
property

Still recommended to drain nodes before shutdown Bl
m Microsoft
Recommended




Component level VM network health detection

Media sense loss detection of network disconnects

Live migrates VMs off hosts with no external network
connectivity for the VM

Verifies destination node has the network available L -y
YW Live migration

Configurable per network
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http://technet.microsoft.com/en-us/library/dn265972.aspx#BKMK_VMDrain

Windows Server 2012 R2 Failover Clustering now
detects physical storage failures on storage devices
are not managed by the failover cluster (for example
SMB 3 shargs

If such an event occurs, Failover Clustering ensures
the virtual machine is relocated and restarted on

another node In the cluster. This eliminates situation

where unmanaged storage failures would not be
detected and where virtual machines resources ma
become unavailable.

VHDX on SOFS$
Share

NP Move & restart
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http://technet.microsoft.com/en-us/library/dn265972.aspx#BKMK_VMDrain

Optimized CSV placement pollc:les

SMB Cllent

Optimized failover placement policies to NP
spread CSV ownership across the cluster )
Ensures CSV volume ownership is distributed
across the cluster

Placement Scenarios:
CSV Failover
Node rejoining the cluster
New node added to the cluster
Cold start of cluster

File Server 1 File Server 2

\\SOFSSharel \\SOFSShare2

T>o J>o I I>
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http://technet.microsoft.com/en-us/library/dn265972.aspx#BKMK_CSVPlacement

Increased CSV Resiliency

|Isolated SMB Instances

A Separation for improved resiliency

A Independent processes and queues for regular SMB client
traffic and internode SMB traffic

A Improves scale of intenode SMB traffic between CSV nodes

SMB Client

Multiple SMB Server instances per Nod@l BEEEE SMB Server

: : : : Default Instance Default Instance
A Default Instanced Handles incoming traffic from SMB clients
accessing regular file shares

A CSV Instancé® Handles only internode CSV traffic (metadatd

access or redirected traffic) S Y —



CSV Dependency Health Detection

Cluster Shared Volumes (CSV) health monitoring of the Seryervice

U CSV leverages SMB as a transport protocol for orchestrating and
forwarding 1/O between nodes

Cluster Shared Volumes

If the Server Service becomes on
unhealthy on a node, CSV will \ 4
designate a new coordinator node Server Service

S= Microsoft
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http://technet.microsoft.com/en-us/library/dn265972.aspx#BKMK_CSVResiliency

CSV Cache

CSV cache supports allocating larger amounts of memory (up to 80% of total memory

Most interesting for Scal®ut File Servers

Physical Disk resourcde enabled by default

Still need to enable via to allocate memory

Recommended to enable CSV Cache for all Hypéand
Scaleout File Server deployments

Recommended

Greater allocation for Scaleut File Server as they are not memory bound

Blog

S® Microsoft



http://blogs.msdn.com/b/clustering/archive/2012/03/22/10286676.aspx

Improved logging when creating a cluster and adding a node

Enables pinpointing root cause quickly and easily

Increased logging to Operational channel for cluster resource state changes

For example: When cluster resources move from one node to another

S® Microsoft




Improved CS\Diagnosability

Displays on a pemnode basis the CSV I/O mode and the reason if in a
redirected mode
Direct I/O, Block level redirected mode, File system level redirected ma

RPowerShelemdlet

P5 C:'\Windowshsystem32> get-clustersharedvolumestate

Name Cluster Disk 1
VolumeName “Wolume{380133d9-8118-44a8-b721-e36c065Tbfa4}y
Node 0 A
Volume=s I 1 ] SltateInch 51 ockRedirected
Vo lumekriend [yName Vo Tumel
FileSystemRedirectedIOReason NotF1leSystemRedirected
BlockRedirectedIOReason NoDiskConnectivity
CEV-Volumed (CAClusterStorage'Volumed) Cluster Disk 1
. “Wolume{380133d9-8118-44a8-b721-e36c065TbF43),
e ODE-B
¥ CSVFS 399 TE free of 105 TBE stateInfo Direct
VolumeFriendlyName Volumel
FileSystemRedirectedIOReason NotFileSystemRedirected
BlockRedirectedTIOReason MotBlockRedirected
ster Disk 2
Volumes I 1 ] “Wolumef{eed380T4-T88e-4777-9bed-489b01adde90}",

Redirected Access

StateInfo

Vo lumerriend iyName
FileSystemRedirectedIOReason
BlockRedirectedIOReason

StateInfo
VolumeFriendlyName
FileSystemRedirectedIOReason
BlockRedirectedIOReason

NODE-A

ElockRedirected

vaiumeZ
NotF1leSystemRedirected
NoDiskConnectivity

ster Disk 2
“Wolumef{eed380T4-F88e-4777-9%bed-489b01addedD},

Direct

Volume2
NotF1leSystemRedirected
NotBlockRedirected




DEMOS
CSV Reliability, Improved CSV Cache, CSV

DiagnosabilityVVM Priority / Drain onshutdown,
CSV Placement
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Extended CSV Interoperability

Spaces Write
Back Caching
with CSV

Tiered Space

Parity Spaces
with CSV

Dedup

with CSV with CSV with CSV
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http://technet.microsoft.com/en-us/library/jj612868.aspx

Node Health Detection over Network

—_—

Cluster Health monitoring:

A Nodes exchange heartbeats every 1 second (configurable)
A Nodes considered down if it does not respond to 5 heartbeats (configurable)

Default settings are fairly aggressive to deliver the
highest levels of availability

A However are fully configurable to meet your business needs

For a HyperV deployment slightly more relaxed settings may make sense

A Traditionally the definition of down, is when clients cannot connect to an app in the VM
A In general, TCP defines recoverable network errors for applications
A Recommended for cluster heartbeats not to exceed 20 seconds

Greater resiliency to transient network failures with Windows Server 2012 R2

A Heartbeat thresholds increased by default for Hyp#®t Clusters
A Clusterheartbeatingimproved for increased resiliency to packet loss

Cluster Property Default HyperV Default BIO( ’
SameSubnetThreshold 5 10 | | VW F
m Microsoft

I III I CrossSubnetThreshold 5 20



http://blogs.msdn.com/b/clustering/archive/2012/11/21/10370765.aspx

Cluster Global Updates

For state change or database update nodes must be notified and updated
A Leverages clusters Global Update Manager (GUM)

Two GUM modes now in Windows Server 2012 R2

Greater than 50% of nodes must acknowledge before considered committed

Toggled on by default for Hyp¥rclusters

Enables the cluster to move forward if there is a node with latency

All nodes must acknowledge before considered committed

5SFldzAZ & Y2RS F2NJ I tf 20KSNJI g2N)f 21!

Configurable with cluster common prope
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http://technet.microsoft.com/en-us/library/dn265972.aspx#BKMK_GUM

Network Validation Improvements

A Network validation improved from simple PING 2 Network
to using NetFT T

List Network Binding Order

A Verifies port 3343 and full cluster network
conn eCtIVIty req u | reme ntS Validate IP Configuration

Walidate Network Communication

A Provides betterdiagnosablility& pre-identifileS  veie widous sroven contassain
cluster configuration
problems




Cluster Dashboard

A New Cluster Dashboard for Status at a Glance

A Focused at multicluster management

]-l'fq Create failover clusters, validate hardware for potential failover clusters, and perform configuration changes to your failover clusters.
I

~  Qverview

A failover cluster iz a set of independent computers that work together to increase the availability of server roles. The clustered servers (called
nodes) are connected by physical cables and by software. If one of the nodes fails, another node begins to provide sendces. This process is
known as failover.

~  Clusters
Mame Role Status Mode Status Event Status
.4_31_:‘-'1 gldenc-cl58 redmond.com microsoft com 20 total I@l 1 down, 2 total i, Emor: 4
3_3._4-'1 SGLCSVD . redmond .comp microgoft.com [tatal 2 total Mone in the last 24 hours
.4_31_:‘-'1 SQLCSV redmond.com microgoft com 1 tatal 2 total Mone in the last 24 hours

I I I I I 3_3._4-'1 elchostclud 23 redmond .corp.microsaoft.com 1 tatal 2 total Mone in the last 24 hours
1
1 : .
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Dynamic Witness

Node Node Node
1/1 1/1 1/1

Witness vote dynamically/automatically adjusted

based on cluster membership with dynamic quorum
A Odd node votes (3) + no witness vote (0) = 3

A Even node votes (2) + witness vote (1) = 3 Disk Witness
1/0

Automatic functionality based onVithessDynamic\Weighproperty.

Always configure a withess with Windows Server 2012 R

Clustering will determine when it is best to use the Witnes
New

| S= Microsoft
Recommendation
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Configure Disk Witness if shared storage, otherwise FS



