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This document provides a framework for planning disaster recovery of Microsoft SQL Server Reporting Services deployments that are running in SharePoint integrated mode. The information in this document helps you plan and extend a disaster recovery plan modeled on information in the following SharePoint documents.
• Plan for disaster recovery (SharePoint Server 2010) (http://technet.microsoft.com/library/ff628971).
• Plan for backup and recovery in SharePoint 2013 (http://technet.microsoft.com/en-us/library/cc261687(office.15).aspx)
This document discusses the key files and datasets that are important for Reporting Services2008 R2 and Reporting Services 2012. The document describes the general actions you to take and the tools you use but the document does not list detailed steps for each combination of versions.
The concepts explained here apply to the following:
• SQL Server 2012 with Service Pack 1 (SP1)
• SQL Server 2012
• SQL Server 2008 R2
If you are not familiar with disaster recovery concepts, see the introduction to the white paper Microsoft SQL Server AlwaysOn Solutions Guide for High Availability and Disaster Recovery (http://msdn.microsoft.com/library/hh781257.aspx).
Database volatility: Database volatility refers to how frequent the data is likely to change in the database. In general, the more volatile a database, the more frequent you synchronize the data between a primary and secondary database. |
Report server catalog: SQL Server Reporting Services creates the following databases: |
• ReportServer (RSDB) |
• ReportServerTempDB (RSTempDB) |
• Alerting (only in SQL Server 2012 Reporting Services) |
Together, the set of databases are commonly referred to as the Report Server Catalog. Starting with the 2012 version, Reporting Services creates a set of the report server databases for each SSRS service application. These databases need to be part of a disaster recovery plan. |
The following image is shows the default databases created for a 2012 SSRS service application. |
|
DR site: In this paper, “DR” and “DR site” are abbreviations for “Disaster recovery site” or the alternate site you use if your primary site fails. |
RS Server: In this paper, “RS Server” is an abbreviation for Reporting Services Server in SharePoint mode. |
The following SharePoint article discusses a basic topology for two data centers, that are intended to provide disaster recovery. This topology is also the base topology for the SQL Server Reporting Services plans this paper discusses.
Plan for disaster recovery (SharePoint Server 2010) (http://technet.microsoft.com/en-us/library/ff628971(office.14).aspx).
The SharePoint content databases replicate between the two data centers by either mirroring or log shipping. This replication provides a consistent copy of users’ content in case the primary data center is not available.
When you design a disaster recovery plan, it is important to identify the different components used by Reporting Services and the relationships with external components.
Consider the following topics when you implement a disaster recovery solution for SQL Server Reporting Services:
• Reporting Services databases (catalog)
• SharePoint synchronization
• SQL Server Agent
• Scale-out of Report Servers
The databases used by Reporting Services can have different disaster recovery plans based on what is best for your environment. The database names in the following list are used for reference in the remainder of this document. You can configure a different name for the databases during installation.
RSDB database: This database stores all the metadata, configuration, and definition of every Reporting Services item along with the report execution history and statistics. The volatility of the metadata is typically low; it changes only when items are added or modified. For example, a report design is modified or data source properties are updated. However, the statistics and history change with every execution.
RSTempDB database: This database stores the session information, execution data, cached reports, and work tables that are used during report processing. This database is highly volatile. The minimum lifespan of the data is equal to the SessionTimeout value configured for Reporting Services. The default value for SessionTimeout is 600 seconds (10 minutes).
•
Alerting database: This database stores the definition, metadata, and runtime of the data alerts feature introduced in SQL Server 20122. The volatility of this database is associated with the minimum time span of the alerts created by users.
When SQL Server Reporting Services runs in SharePoint mode, it stores the report definition, data sources, models, and other items in SharePoint content databases. Reporting Services also stores a copy of the items in the Report Server Catalog with. The item is stored with information such as connection string information, credentials, and default parameter values.
Reporting Services maintains two copies of report item definitions3. One copy is saved in the SharePoint content database and one in the Report Server Catalog (2008 R2) or service application database (2012). Reporting Services manages the synchronization between the two databases with a simple policy for conflicts. The policy checks if the item has been modified in SharePoint and updates the version in the Report Server Catalog. The SharePoint version always takes precedence and the comparison is based on time stamp information. Synchronization is triggered when the item is requested. Requests are created when reports are rendered through a user request or a subscription. Data sources used by a report item are also verified and synchronized.
For more information on the sync feature, see Activate the Report Server File Sync Feature in SharePoint Central Administration (http://technet.microsoft.com/en-us/library/ff487862.aspx).
Because of the synchronization process, it is important your DR plan maintains parity of the databases between the DR site and primary site. This parity includes the Reporting Services databases and SharePoint content database.
For example, assume that the Reporting Services databases on the DR site contain more content than the SharePoint content database on the DR site. When you fail over to the DR site, the reporting services content synchronization process detects extra content in the Report Server catalog because the SharePoint content database takes precedence. Content in the report server catalog is deleted.
It is also important to note that the SharePoint content database does not contain all the data for the Reporting Services items. The following list shows the data stored only in the Report Server Catalog (service application database):
• Schedules
• Subscriptions
• Cache refresh plans
• Snapshots (report history/execution)
• Credentials for data sources (including embedded)
• Model item security
For more information, see Storing and Synchronizing Report Server Content With SharePoint Databases (http://msdn.microsoft.com/library/bb283153(v=sql.105).aspx).
SQL Server Reporting Services uses SQL Server Agent jobs to execute subscriptions and data alerts at user-specified dates and times.
Basically, for every schedule that the user creates (shared or custom) a SQL Server Agent job is created. The job calls a stored procedure to add an event to a table that the SQL Server Reporting Services background process polls every few seconds to start subscription processing. When a new row is found, the server renders the report and attempts to send it to the delivery extension specified by the user. The most common destinations are email, file shares, and SharePoint libraries.
Reporting Services takes care of the creation and updating of Jobs. A SQL Server Agent job is updated when the schedule is created or modified. Each job created by Reporting Services uses a GUID as a name in the default .NET format of 32 hexadecimal digits separated by hyphens in five groups. The category is set to ReportServer. The following is an example.
A Reporting Services ″report server″ is the component that accepts requests from the client. The server processes the request along with data from the Reporting Services database catalog to render a report and send the result back to the client.
Scaling out Report servers is a key part of a complete disaster recovery plan for Reporting Services.
Every RS Server also executes background processing, which handles the following list of tasks:
- Process data generated by SQL Server Agent jobs
- Deliver subscription (email, file share, and so on).
- Update cache refresh plans.
- Update snapshots.
- Clean up the RS Server catalog.
The architecture of the Reporting Services Web Server in SharePoint mode varies depending on the version. Consequently, each version has a different design and tools to implement and maintain scale-out mode.
The following diagram illustrates the components of the scale-out architecture of 2008 R2 report servers. The servers are (3) in the diagram.
Click here to view table as image
The SharePoint farm is configured as detailed in How to: Configure Report Server Integration in SharePoint Central Administration (http://msdn.microsoft.com/library/bb326213(v=sql.105).aspx). When you implement this scale-out scenario, use the NLB URL address as the Report Server Web Service URL.
For more information about scale-out architecture, seethe “What is a report server scale-out deployment” section of Deployment Topologies for Reporting Services in SharePoint Integrated Mode (http://msdn.microsoft.com/en-us/library/bb510781(v=SQL.105).aspx).
Reporting Services 2008 R2 scale-out is managed in the Reporting Services Configuration Manager.
For SQL Server 2012 Reporting Services, the SharePoint integration has a new architecture as a SharePoint shared service. The main advantage of this architecture from the scale-out point of view is that the shared service uses the SharePoint Software Load Balancer. Therefore, an external NLB component is not required for the RS Server.
Click here to view table as image
Manage Reporting Services 2012 scale-out in SharePoint Central Administration. You add application servers to the farm and SharePoint managers scale and load balancing.
This section describes a general design for disaster recovery for 2008 R2 Reporting Services. The section also describes the general steps and tools you need as part of the plan.
The following figure illustrates a basic DR scenario with two sites:
• The primary site handles daily operations.
• A disaster recovery site (DR Site) used when the primary site fails.
Every site has a SharePoint 2010 farm configured as detailed in the article:
Plan for disaster recovery (SharePoint Server 2010) (http://technet.microsoft.com/library/ff628971).
Every SharePoint farm has a Central Administration and Configuration Database. The SharePoint Content Database is synchronized with the DR site through log shipping or mirroring, as specified in the article:
Plan for disaster recovery (SharePoint Server 2010) (http://technet.microsoft.com/en-us/library/ff628971).
Each SharePoint farm is configured to its own RS Server, which is in the same site. ( and
).
Configure the two RS Servers independently, with each connected to their own database.
To maintain an equivalent environment, the following Reporting Services items need to be the same on both the primary and DR installations.
• Encryption key |
Perform a backup of the encryption key and store the file in a safe location. The key is later restored in the DR site. For more information, see Restore Encryption Key (Reporting Services Configuration) (http://msdn.microsoft.com/library/bb934307(v=sql.105).aspx). |
• Configuration files |
|
|
|
|
Perform the same modifications of the configuration files in the Primary and DR sites. For more information, see Configuration Files (Reporting Services) (http://msdn.microsoft.com/library/ms155866(v=sql.105).aspx). |
The common location of the files is the following: |
C:\Program Files\Microsoft SQL Server\MSRS10_50.MSSQLSERVER\Reporting Services\ReportServer |
• Machine.config for ASP.NETCustom assemblies |
Deploy the same set of custom assemblies in the Primary and DR sites. For more information, see Using Custom Assemblies with Reports |
Unattended execution account, which is configured in the Reporting Services configuration Manager. |
|
For more information, see E-Mail Delivery in Reporting Services (http://msdn.microsoft.com/en-us/library/ms160334(SQL.105).aspx). |
Design data synchronization of the Report Server catalog using one of the following approaches:
• Log shipping.
• Database mirroring.
• Backup and restore of the databases.
The recommendation is that both databases (RSDB and RSTempDB) are replicated with the minimum delta possible between the primary and DR site. It is recommended the sync of the primary and secondary databases be the same for RSDB and RSTempDB. However, you could implement different option for each database based on the volatility of the data.
For example, assume the volume of data changes in the RSTempDB and the replication of the database create performance problems. You could implement a less frequent replication than you use for the RSDB.
ReportServer database (RSDB): The RSDB metadata changes only when Reporting Services items are modified, for example, when the definition of a report changes, or when its default parameters change. In most situations, the modification of report items can be considered business data with low volatility. If reports are not frequently created or edited on a frequent basis, then the frequency that RSDB is synchronized should be based on the statistics and execution data.
The statistics and execution history changes with every operation (like rendering a report or executing a subscription); this data has high volatility. If your environment has frequent report executions and you want to ensure that the statistics are not lost, then synchronize RSDB often.
For more information on the execution log, see:
Report Server Execution Log and the ExecutionLog3 View (http://technet.microsoft.com/en-us/library/ms159110.aspx).
RSTempDB: The RSTempDB synchronization window of time can be more flexible, because the database can be re-created at any moment, and it does not need to be prepopulated with data. However, it is important to keep a backup of the database or a copy of the definition script every time you apply an update to keep the structure in sync with the RSDB. For example, you install a service pack or a cumulative update on the RS Server.
The Reporting Services service should be stopped on the DR site to avoid background processing on the [RS Server 2] server. The databases on the DR site should stay on and synchronized. However, the reporting service should not be started until the DR site is needed and therefore the [RS Server 2] server is needed. Use the Reporting Services configuration manager to stop and start Reporting Services.
In preparation for a failover, the Reporting Services database security role should be provisioned on [SQL Server 2] in the DR site. For more information, see:
Create the RSExecRole (http://msdn.microsoft.com/library/cc281308.aspx).
If the primary site fails, complete the following failover steps as part of a disaster recovery plan:
(1) Verify that you have the latest version of the RS Server catalog in the DR Site, along with the SharePoint content DB. If you need to apply the most recent version of the databases, the process depends on the chosen approach for synchronization in your DR plan. |
a. If you are using the backup and restore method, restore the last copy of the database. |
b. If you are using log shipping, restore the last backup of the transaction log. |
c. If you are using mirroring, execute the mirroring failover procedure. |
For more information on how to restore a SQL Server database instance, see. Restore a Database Backup (SQL Server Management Studio) (http://msdn.microsoft.com/en-us/library/ms177429.aspx. |
For more information on SharePoint recovery, see the following: |
• Plan for backup and recovery in SharePoint Server 2010 (http://technet.microsoft.com/en-us/library/cc261687(office.14).aspx). |
• High availability and disaster recovery for SharePoint Server 2010 (http://technet.microsoft.com/en-us/sharepoint/ff601831.aspx). |
(2) Use the Reporting Services configuration tool, and start the service on the DR site, [RS Server 2]. |
(3) When [RS Server 2] starts, it checks for the existence of SQL Server Agent jobs for its schedule items in RSDB. Because this is a different instance of SQL Server with a different MSDB system database, the jobs do not exist, so RS Server 2 creates the SQL Server Agent jobs. |
In most cases, when the primary site is back online, or if the DR Site fails, you want to complete a failback process or plan. Perform the steps in the failover but in the opposite order. For example, verify and restore the latest backup from the DR site to the primary site. Stop the service on the DR site and start the service on the primary site.
There are special considerations for SSRS SQL Server Agent jobs, because each site (primary and DR) contain the same copies of the SQL Agent jobs. The consequences of are:
• If the database is not available because it is in recovery, (that is, if you are using mirroring or log shipping), the jobs fail and the MSDB job history is “dirty” with recurrent errors.
• If the database is available (that is, if you are using the backup and restore method) the jobs execute and fill the RS catalog with events that the RS Server does not process.
• If a scheduled item (for example, a subscription) is deleted in the current active site, the SQL Server Agent job in charge of that schedule is not deleted in the DR site even after a failover to the DR site. If this job runs, the following message is added the RS Server log:
(schedule!WindowsService_11!162c!08/08/2012-09:52:50:: w WARN: An event schedule fired that does not exists in the report server database)
In order to minimize the issues, delete any Reporting Services SQL Server Agent jobs on the inactive site. The appendix contains an example of a script that you can use to delete SQL Server Agent jobs.
• Job execution history is lost between failovers because some of the data is stored in MSDB. MSDB is a system database and it cannot be replicated by any of the mentioned methods.
• SQL Server Agent jobs persist between failovers in the inactive site.
• For AlwaysOn, ensure to have only one farm has the RS Service running. Multiple RS Services running in different farms using the same database could lead to unexpected problems.
This section describes a general design of disaster recovery for Reporting Services. The section also describes and the general steps you need to complete for prepare as well as the tools to use for completing the steps.
Most of the options and procedures are the same for SQL Server 2012 Reporting Services as the previous sections for SQL Server 2008 R2 Reporting Services. To avoid confusion, this section contains a modified version of the content from the 2008 R2 section of this document.
The following figure shows a basic scenario with two sites:
• The primary site, which handles daily operations.
• A disaster recovery site (DR Site), to be used when the primary site fails.
Every site has a SharePoint farm configured as detailed in Plan for disaster recovery (SharePoint Server 2010).
Every SharePoint farm has independent Central Administration and Configuration Database. The SharePoint Content Database is synchronized with the DR site through log shipping or mirroring as specified in the article Plan for disaster recovery (SharePoint Server 2010) (http://technet.microsoft.com/library/ff628971).
Each SharePoint farm is configured to its own RS shared service, which is in the same farm.
The two Reporting Services servers are configured to use the same Report Server catalog.
To keep an equivalent environment, replicate the following Reporting Services items between the two sites:
• Encryption key |
Perform a backup of the encryption key and store the file in a safe location. The key is restored later in the DR site. For more information, see the section Key Management in Manage a Reporting Services Service Application |
• Configuration files |
|
|
Perform the same modifications of the configuration files in the Primary and DR sites. For more information, see Configuration Files (Reporting Services) |
The common location of the files is the following: |
C:\Program Files\Common Files\Microsoft Shared\Web Server Extensions\14\WebServices\Reporting |
• Machine.config for ASP.NETCustom assemblies |
Deploy the same set of custom assemblies in the Primary and DR sites. For more information, see Using Custom Assemblies with Reports (http://msdn.microsoft.com/library/ms153561(v=sql.110).aspx). |
• Unattended execution account, which is configured in SharePoint Central Administration. |
Configuration of the Reporting Services service application is managed from SharePoint Central Administration. For more information, see Manage a Reporting Services Service Application (http://technet.microsoft.com/library/gg492284(SQL.110).aspx). |
• Email configuration for each SSRS service application, Managed in SharePoint Central Administration. |
See “E-mail settings” section of Manage a Reporting Services Service Application (http://technet.microsoft.com/library/gg492284(SQL.110).aspx). |
You can design data synchronization of the Report Server catalog using one of the following approaches:
• Log shipping.
• Database mirroring
• Backup and restore of the databases.
The recommendation is that both databases (RSDB and RSTempDB) are replicated with minimal delta between the primary and DR site. It is recommended the sync of the primary and secondary databases be the same for RSDB and RSTempDB. However, you could implement different option for each database based on the volatility of the data.
For example, assume the volume of data changes in the RSTempDB and the replication of the database create performance problems. You could implement a less frequent replication than you use for the RSDB.
ReportServer database (RSDB): The RSDB metadata changes only when Reporting Services items are modified. For example, when the definition of a report changes, or when the reports default parameters change. In most situations, the modification of report items can be considered business data with low volatility. If reports are not created or edited on a frequent basis then the frequency that RSDB is synchronized, should be based on the statistics and execution data.
The statistics and execution history changes with every operation (like rendering a report or executing a subscription); this data has high volatility. If your environment has many report executions and you want to ensure that the statistics are not lost, then synchronize RSDB often.
For more information on the execution log, see:
Report Server Execution Log and the ExecutionLog3 View (http://technet.microsoft.com/en-us/library/ms159110.aspx).
RSTempDB: The RSTempDB synchronization time window can be more flexible, because this database can be re-created at any moment, and it does not need to be prepopulated with data. However, it is important to keep a backup of the database or a copy of the definition script every time you apply an update to the RS Server, to keep the structure in sync with the RSDB. For example, whenever you apply a service pack or a cumulative update.
Alerting: The synchronization window for the Alerting database should be the same as the RSDB synchronization window. There is a strong dependency between the alerts and the reports which that the alerts are based upon.
Introduced in SQL Server 2012, AlwaysOn is a new way to provide disaster recovery for the Report Server catalog. To provide consistency across the Reporting Services databases, the Report Server catalog database should be in the same availability group.
For more information about availability groups, see the following:
• Failover Modes (AlwaysOn Availability Groups) (http://msdn.microsoft.com/library/hh213151(SQL.110).aspx).
The following diagram illustrates the DR plan using AlwaysOn.
Regardless of the failover mode configured for AlwaysOn, it offers the following advantages:
• The availability group reduces the administrative effort to bring the DR site online, because the recovery is the group rather than three independent databases.
For more information, see the following:
• Reporting Services with AlwaysOn Availability Groups (SQL Server) (http://msdn.microsoft.com/en-us/library/hh882437.aspx).
• Microsoft SQL Server AlwaysOn Solutions Guide for High Availability and Disaster Recovery (http://msdn.microsoft.com/library/hh781257.aspx).
The Reporting Services service on the DR site [RS Server2] should not be running. This is to avoid background processing on the [RS Server 2] server. The databases used on the DR site should stay active and synchronized but the Reporting Services service should be stopped until the DR site is needed. Use SharePoint Central administration to Stop and Start the Reporting Services service. For more information, see:
Manage services on the server (SharePoint Server 2010) (http://technet.microsoft.com/library/ee704549.aspx).
In preparation for a failover, the Reporting Services database security role should be provisioned in [SQL Server 2] on the DR site. For more information about security roles, see:
Create the RSExecRole (http://msdn.microsoft.com/library/cc281308.aspx).
If the primary site fails, complete the following failover steps as part of a disaster recovery plan:
If you are Not using AlwaysOn |
1. Verify that you have the latest version of the RS Server catalog in the DR Site, along with the SharePoint content DB. If you need to apply the most recent version of the databases, the process depends on what you chose for synchronization in your DR plan. |
a. If you are using the backup and restore method, restore the last copy of the database. |
b. If you are using log shipping, restore the last backup of the transaction log. |
c. If you are using mirroring, execute the mirroring failover procedure. |
2. To start the service, use SharePoint Central Administration in the DR site. |
If you are Using AlwaysOn |
1. To make the database available on the DR site, use automatic or manual failover. |
2. To start the service, use SharePoint Central Administration in the DR site. |
3. Ensure that the RS Service in the Primary Site is stopped. |
Tip: After you start the RS Service in Central Administration, reports cannot render until the next execution of the Application Addresses Refresh Job, which registers the service address. By default it runs every 15 minutes. You can reduce the time by executing the job from SharePoint Central Administration, for more information about the timer jobs, see Timer job reference (SharePoint Foundation 2010) (http://technet.microsoft.com/library/ff808317.aspx). Repeat the same steps for any additional RS shared service application configured in your farm. |
When the [RS Server 2] starts, it checks for the existence of the SQL Server Agent jobs needed to schedule base operations. Because it is a different instance of SQL Server with a different MSDB system database, the jobs do not exist. |
Therefore the [RS Server 2] creates the jobs. |
In most cases, when the primary site is back online, or if the DR Site fails, you want to complete a failback process or plan. Perform the steps in the failover but in the opposite order. For example, verify and restore the latest backup from the DR site to the primary site. Stop the service on the DR site and start the service on the primary site.
There are special considerations for Reporting Services related SQL Server Agent jobs, because each site contains the same copies of the jobs. The consequences are:
• If the database is not available because it is in recovery, (that is, if you are using mirroring or log shipping), the jobs fail and the MSDB job history is “dirty” with recurrent errors.
• If the database is available (that is, if you are using the backup and restore method) the jobs execute and fills the SSRS catalog with events that the Reporting Services Server does not process.
• If a schedule item (like a subscription) is deleted in the current active site, the SQL Server Agent job in charge of that schedule is not deleted in the DR site even after a failover to the DR site. If this job runs, the following message is added the RS Server log:
(schedule!WindowsService_11!162c!08/08/2012-09:52:50:: w WARN: An event schedule fired that does not exists in the report server database)
To minimize the issues, delete the Reporting Services SQL Server Agent jobs on the inactive site. The appendix contains an example of a script that you can use to delete SQL Server Agent jobs.
• Job execution history is lost between failovers because some of the data is stored in MSDB. MSDB is a system database and it cannot be replicated by any of the mentioned methods.
• SQL Server Agent jobs persist between failovers in the inactive site.
• For AlwaysOn, ensure only one of the farms RS Service is running. Multiple RS Services running in different farms using the same database could lead to unexpected problems.
Reporting Services in SharePoint integrated mode uses multiple products and services to offer an integrated experience. Because of this, consider each component in a disaster recovery plan. The best plan for your situation depends on the specific business requirements. This document can help you identify each component, and it provides the most common solutions to implement disaster recovery for them.
For more information:
Plan for backup and recovery in SharePoint Server 2010 (http://technet.microsoft.com/en-us/library/cc261687(office.14).aspx) |
Plan for disaster recovery (SharePoint Server 2010) (http://technet.microsoft.com/library/ff628971), offers a good overview. However, it does not provide in-depth information on how to provide the same level of disaster recovery for Reporting Services, which this document covers. |
A brief look at Reporting Services and SQL Server AlwaysOn availability groups can be found in the topic “Reporting Services with AlwaysOn Availability Groups (SQL Server)” (http://msdn.microsoft.com/en-us/library/hh882437.aspx). |
Where to find the Reporting Services add-in for SharePoint Products (http://technet.microsoft.com/en-us/library/gg426282.aspx). |
SQL Server Web site: http://www.microsoft.com/sqlserver/: |
SQL Server TechCenter: . http://technet.microsoft.com/en-us/sqlserver/ |
SQL Server DevCenter: http://msdn.microsoft.com/en-us/sqlserver/ |
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Here is a transact SQL script you can use to delete Reporting Services SQL Server Agent jobs from the inactive site.
Click here to view Code as image
Click here to view table as text
Click here to view table as text
Click here to view code as text
1 Figure from Plan for disaster recovery (SharePoint Server 2010) (http://technet.microsoft.com/en-us/library/ff628971)
2 For more information, see Data Alerts (http://msdn.microsoft.com/library/gg492252(v=SQL.110).aspx).
3 Except for Reporting Services in local mode for more information, see Reporting Services Report Server (SharePoint Mode) (http://msdn.microsoft.com/library/hh213532.aspx)