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[bookmark: _Toc347741769][bookmark: _Toc335901816][bookmark: _Toc367275686][bookmark: _Toc368046357][bookmark: _Toc369244555]Overview
This quick start guide for the service template for the Windows Server Gateway feature in Windows Server 2012 R2 provides reference guidance that you can use to automate the deployment of a Windows Server Gateway. The service template is designed for a highly available deployment of Windows Server Gateway, running Windows Server 2012 R2 and routing packets into and out of a Hyper-V network virtualization environment. The deployments from this template are configured in an active-standby pair to help support high availability. For details on Hyper-V network virtualization, see Hyper-V Network Virtualization Overview. The guidance in this document is designed to help you harness the power of service templates, which are an integral part of Virtual Machine Manager (VMM) in System Center 2012 R2, as you deploy services in your environment. You can use service templates to automate tasks, and reduce deployment time and cost by dynamically provisioning services.
This guide assumes that the IT pro using this documentation has experience working with VMM, specifically using VMM to deploy services using service templates. To learn more about VMM and service templates, see the following resources:
Creating and Deploying Services in VMM
Test Lab Guides: System Center 2012 SP1 - Virtual Machine Manager
Using Service Templates in System Center Virtual Machine Manager 2012.
[bookmark: _Environment_Requirements][bookmark: _Toc347741770][bookmark: _Toc367275687][bookmark: _Toc368046358][bookmark: _Toc369244556][bookmark: _Toc292827297][bookmark: _Toc292827293]Environment Requirements
This service template is designed to work with VMM in System Center 2012 R2 with the operating system and application versions specified in the following table.
Table 1. Service Template Environment Requirements
	Specification
	Supported version

	System Center
	System Center 2012 R2

	Operating systems
	Target virtual machine operating system: Windows Server® 2012 R2 Datacenter or Windows Server® 2012 R2 Standard 

	
	Hyper-V® Host operating system: Windows Server 2012 R2 with the Hyper-V feature

	Network
	A network virtualization gateway requires three types of networks:
· A back-end network for network virtualization, in steps below called “Network Virtualization”
This is the network that Hyper-V network virtualization uses to send encapsulated packets to and from the tenant VMs.  In order to maintain isolation, this network must only be used for Hyper-V network virtualization.

· A front-end network, in steps below called “External”
This is the network that serves as the external side of the network, through which your virtual networks can access outside physical networks.  This network must have an Internet routable IP address space if using Site-to-site VPN functionality.  VMM must have a static IP address pool for this network so it is able to assign IP addresses for network address translation (NAT).

· A management network, in steps below called “Infrastructure”
This is the network on which VMM will communicate with the Hyper-V hosts and the Gateway cluster.  It must have an domain controller available, and DNS registration for the guest cluster.  You can use either static IP address assignment or DHCP on this network.



Depending on your network setup, there are two Service Templates for a Windows Server Gateway configured with high availability (HA) settings. The network options are as follows:

1- Three networks: 3-NIC HA Gateway Service Template – for environments that have each of the above networks separated by VLAN or physical NIC.

2- Two networks: 2-NIC HA Gateway Service Template – for environments that share front-end and management uses on a single network.  This can be the case for a private cloud deployment.


	Hardware
	In addition to the rest of your virtualization infrastructure, two physical computers meeting the requirements for running Hyper-V and containing enough RAM for running your highly available gateway VMs must be dedicated to network virtualization gateway functionality.

	Additional software
	A scale-out file server is also required for storage of shared VHDX files for the deployed virtual machines.




Gateway architecture
The following shows the basic architecture of the gateway host clusters, guest clusters, and storage, and how they’re linked through the different networks.



[bookmark: _Toc347741771][bookmark: _Toc367275688][bookmark: _Toc368046359][bookmark: _Toc369244557]Process Steps for Service Template Configuration
The following diagram depicts the overall high-level process flow of staging, preparing, and finally executing this service template for highly-available Windows Server Gateway deployments.


Figure 1. Gateway deployment process
[bookmark: _Toc347741773]
[bookmark: _Toc367275689][bookmark: _Toc368046360][bookmark: _Toc369244558]Prepare Your Environment
This service template is based on a one tier model that is included in VMM in System Center 2012 R2. The service template model helps IT administrators to automate deployment of a highly-available Gateway running Windows Server 2012 R2 in a one tier configuration. This section focuses on how to prepare your environment to use this service template.
[bookmark: _Step_1:_Create][bookmark: _Toc367275690][bookmark: _Toc368046361][bookmark: _Toc369244559]Step 0: Download the Service Template Content
The service template and related files accompany this document and can be found on the TechNet Gallery page under Windows Server 2012 R2 HA Gateway.
The content of this download will be referenced throughout the document so ensure it is stored in a location for easy access.  
[bookmark: _Toc367275691][bookmark: _Toc368046362][bookmark: _Toc369244560]Step 1: Create untrusted Active Directory domain for gateway (optional)
If this gateway will be facing untrusted networks, such as the public Internet, then it is recommended that you create an untrusted domain for use by the gateway.  If compromised this will help to prevent the gateway from being used for malicious purposes.  
[bookmark: _Step_2:_Create_1][bookmark: _Toc367275695][bookmark: _Toc368046364][bookmark: _Toc369244561]Step 2: Prepare your logical networks for network virtualization
As described above two or three logical networks are required for the network virtualization gateway to work depending on how you’ve allocated your address spaces.


First create a logical network for your Hyper-V network virtualization provider address space.  This is a logical network that is designated as “One Connected” network and allows network virtualization functionality.  You should not create a VM network for direct connectivity using this network.

[image: ]

And make sure it contains a network site with a subnet and the correct VLAN for your encapsulated packets:

[image: ]

Finally, create an IP pool for allocating addresses from:

[image: ]

Repeat the above steps for your External network, but this time do not enable network virtualization and do create a VM network:

[image: ]

Create a network site and an IP pool to finish.  When you are done you should have an entry in your logical network list that looks similar to this:

[image: ]

Finally, create a logical and VM network for your management network, in this example this is called Infrastructure:

[image: ]

Note: the infrastructure network does not need to have a static IP pool.  You can use DHCP on this network if you choose to.

If you do have a static IP pool for your infrastructure network it is very important that you set the metric for the gateway of this network to a higher value than the external network unless they are completely isolated from each other and do not route to the same network at any point.  You set the metric in the properties sheet for the IP pool, on the Gateway tab.

When you are finished your logical networks view should look similar to this.  You may create additional networks that are not used by the gateway.  If you have multiple gateway VMs you may also have multiple External networks, as many as one for each gateway.

[image: ]

You should also have a VM network for your External and Infrastructure networks:
[image: ]

Note it is common to have additional VM networks in the list, such as the Corp network in the above screenshot.  These additional networks will be unused by the gateway.

Add the logical networks to a logical switch
If you haven’t already created a logical switch in your environment, the recommendation is to do it now so you can have an uplink port profile that contains these networks.  The logical switch and port profile enables you to reuse the virtual switch configuration you’ve defined here once.  If you ever need to change it you do it from a single place.

Start by creating an uplink port profile that contains all three of the networks you’ve created in the previous step:
[image: ]

Note: in Windows Server 2012 R2, Hyper-V network virtualization is always enabled, so it is only required to check the “Enable Hyper-V Network Virtualization” checkbox if this port profile will be used for Hyper-V hosts running Windows Server 2012 and containing tenant workloads.

This uplink port profile must then be added to a logical switch:
[image: ]

You will use this logical switch and uplink port profile later on and each time you add a new Hyper-V host gateway cluster.

[bookmark: _Toc367275692][bookmark: _Toc368046363][bookmark: _Toc369244562][bookmark: _Toc367275697]Step 3: Create a Scale-Out File Server
A Scale-Out File Server is required for the gateway guest cluster to use shared VHDXs for its Cluster Shared Volume (CSV) and  cluster quorum disks.   You can find more information in the How to Create a Scale-Out File Server Cluster in VMM topic on TechNet. 

[bookmark: _Toc367275693][bookmark: _Toc367275694]Once you have added the server, you will see it in your list of file servers as a Scale-Out File Server:
[image: ]

If the file share in the list does not show as “Managed” you must open the properties of the share and make it managed:

[image: ]
[bookmark: _Toc368046365][bookmark: _Toc369244563]
Step 4: Prepare VHDs/VHDXs for the gateway VM

The service template requires three virtual hard disks that must be prepared prior to importing the service template.

1. A virtual disk with the operating system.  The operating system must be Windows Server 2012 R2.  This virtual disk can use either VHD or VHDX format. 
2. A blank virtual disk to be used as the VM Cluster Quorum disk.  This virtual disk must use the VHDX format.
3. A blank virtual disk to be used as the VM Cluster Shared Volume (CSV).  This virtual disk must use the VHDX format.

Prepare the operating system VHD (or VHDX)
To prepare the base virtual hard disk (VHD)
[bookmark: _Install_SQL_Server]Install the operating system: Create a base VHD (or VHDX) using one of the supported operating systems specified in the Environment Requirements section. For more information about how to create a virtual machine on a blank VHD, see How to Create and Deploy a Virtual Machine from a Blank VHD.
Finalize the VHD (or VHDX) using SysPrep: Access SysPrep in the following directory on your virtual machine: %windir%\system32\SysPrep, and then at an elevated command prompt, execute the following example command.
Example: C:\windows\system32\SysPrep\SysPrep.exe /oobe /generalize /shutdown
Copy it to the library so that it can be used by the Windows Server Gateway service template:  After the virtual machine fully shuts down, navigate to the location of your VHD (or VHDX) on your Hyper-V host, and then copy the VHD (or VHDX) to the subdirectory where you store your virtual hard disk files in your VMM library.
Example: \\SCVMMServer\MSSCVMMLibrary\VHDs\ 

Important note on server core edition
At the time of this writing, Server Core is not supported as a Windows Server Gateway.  This may change in the future through a Windows Server 2012 R2 hotfix that must be injected into the VHD prior to deployment.

Prepare two blank VHDXs
The two blank VHDXs will be used by the VM Cluster for Quorum and CSV.  You may make two copies of the small blank VHDXs that are available in you VMM Library. Create a subdirectory in your VMM library called “Windows Server Gateway” and copy the two blank VHDs there.  

Example: \\SCVMMServer\MSSCVMMLibrary\Windows Server Gateway\ 

[bookmark: _Toc367275698][bookmark: _Toc368046366][bookmark: _Toc369244564]Step 5: Copy VMClusterSetup.CR to the VMM Library
Copy the custom resource folder, VMClusterSetup.CR, which is included in the download for the service template, to the Virtual Machine Manager (VMM) library in System Center 2012 R2.
To copy VMClusterSetup.CR to the library
1. Navigate to the directory where you downloaded the service template for the Windows Server Gateway, and ensure that you have extracted the files in the download.
1. Select the VMClusterSetup.CR folder, and then copy it to the VMM library environment in System Center 2012 R2:
Example: \\SCVMMServer\MSSCVMMLibrary\Windows Server Gateway\VMClusterSetup.Cr  

Note   You may need to refresh the library to ensure that the script you added to it is available to you for the next section of guidance. The default refresh interval for the library is 1 hour. 

When the library is fully refreshed you should see the selected items in your library:

[image: ]

You have now prepared your VMM environment and the dependencies for the service template and are ready to import it.
[bookmark: _Import_the_Service_1][bookmark: _Toc347741774][bookmark: _Toc367275699][bookmark: _Toc368046367][bookmark: _Toc369244565]Import the Service Template
This section provides instructions on how to import a service template into your VMM library in System Center 2012 R2.

To import the service template into the VMM library in System Center 2012 R2
1. In VMM, navigate to Library.
1. In the top of the left pane, in the Templates section, select Service Templates.
1. In the ribbon at the top, click Import Template.
1. Browse to where you extracted the source files for this service template, select the Windows Server 2012 R2 HA Gateway 3NIC.xml or the Windows Server 2012 R2 HA Gateway 2NIC.xml file and follow the prompts to import it*

*Note: The service template Windows Server 2012 R2 HA Gateway 3NIC.xml supports a 3 NIC setup for three separate networks (Management, Front-End and Back-End). If your environment has two separate networks only (i.e. one for Management plus Front-End and the second for Back-End), then you should import Windows Server 2012 R2 HA Gateway 2NIC.xml






This service template uses the following virtual machine configuration parameters. Update the parameters to reflect the configuration of your environment as you import the service template.

Table 1. Configuration Parameters
	Resource type
	Resource name and description

	Library Resources
	
Resource Name: VMClusterSetup.cr

Description: A library resource that contains scripts to be utilized to setup VM Cluster for Hyper-V Network Virtualization Gateway

Map to the VMClusterSetup.cr library resource in your VMM library.

	
	
Resource Name: Windows 2012 R2 VHD or VHDX: 

Description: Windows 2012 R2 Virtual Hard Disk. Format can be VHD or VHDX

Select the base VHD or VHDX image that you prepared earlier for the tier in this document in your VMM library.

	
	
Resource Name: CSV.vhdx: 

Description: A blank VHDX to be used as the Cluster Shared Volume (CSV) by the VM Cluster of the Hyper-V Network Virtualization Gateway

Map to a blank VHDX file. You may find a VHDX available in your VMM library. Make sure you make a separate copy of this blank VHDX and map it to the CSV.vhdx resource 

Note: Must map it to a different blank VHDX from the one mapped to Quorm.vhdx resource)

	
	
Resource Name: Quorum.vhdx: 

Description: A blank VHDX to be used as the Cluster Quorum disk by the VM Cluster of the Hyper-V Network Virtualization Gateway

Map to a blank VHDX file. You may find a VHDX available in your VMM library. Make sure you make a separate copy of this blank VHDX and map it to the Quorum.vhdx resource 

Note: Must map it to a different blank VHDX from the one mapped to CSV.vhdx resource)




After you’ve selected the correct resources your import wizard should look similar to this:


[image: ]

Important: verify that the separate CSV and Quorum VHDX files have been selected.

Once the service template is imported with the proper mappings you will find it in the Service Template section of the library: 

[image: ]


[bookmark: _Toc367275700][bookmark: _Toc368046368][bookmark: _Toc369244566]Template Customization 
Some changes to the template may be necessary depending on your network environment such as whether you are using DHCP or static IP address assignment.  You can open the service template in the designer and examine its properties.  Use caution when changing any settings.

[image: ]

When you open the template it is expected that NIC 3 is not connected.  This is for your Network Virtualization logical network which does not have a VM network created on it yet.  The Windows Server Gateway configuration provider will automatically connect it to the correct virtual switch in a later step.

Important NIC configuration information

For Windows Server 2012 R2 HA Gateway 3NIC.xml
· “External” NIC is configured as Static for both IPv4 and IPv6 addresses
· “Infrastructure” NIC is configured as Dynamic for both IPv4 and IPv6 addresses

For Windows Server 2012 R2 HA Gateway 2NIC.xml
· “InfrastructureAndExternal” NIC is configured as Dynamic for both IPv4 and IPv6 addresses

Based on your VM networks that will be mapped to the service template NICs, you may want to configure your service template NICs as either dynamic or static 

To switch between dynamic and static IP addressing
1. Right click on the imported service template
2. Click Open Designer
3. Click on the NIC that you want to configure, for example NIC 1
4. In the lower panel you may apply your changes based on the network you will be mapping to the NIC. 
[image: ]


5. Select Save and Validate to save your changes.

[bookmark: _Toc368046369][bookmark: _Toc369244567]Add gateway host cluster capacity

Network virtualization gateway functionality requires a dedicated two-node host cluster running Windows Server 2012 R2.  You can deploy Hyper-V and create a cluster entirely from with VMM or any other method that you choose before adding it to VMM.

Once the Hyper-V host cluster is brought under management by VMM, you must perform a few additional steps to make it ready for gateway functionality.

Associate the logical networks with the physical adapters
You must use the logical switch created above to create a virtual switch on every Hyper-V host that will be used in the gateway cluster.  

In this example there is a single pair of physical network adapters that has a trunked set of VLANs supplying all networks, but in your environment this may differ. 

Important: make sure you create a virtual network adapter for management adapter if VMM is communicating with the hosts over this set of physical network adapters.

[image: ]

When you are finished the virtual switches panel in the cluster properties must show your logical switch (or switches if you have multiple) with the three networks available on the switch(es):

[image: ]


Add the file share provided by the Scale-Out File Server to the cluster.
The file share from the Scale-Out File Server must be added to the cluster that will be used as the gateway.  You do this in the cluster properties under File Share Storage.  Select Add to select the file share from the lists.  If you do not see the file share in the list verify that the share is managed by VMM as described in Step 1.
[image: ]

After you close the cluster properties, and the “Change properties of a virtual machine host” jobs complete, you should re-open the cluster properties and verify that the Access Status is green:

[image: ]



Mark hosts as gateway hosts

And finally you must mark each Hyper-V host as being a dedicated network virtualization gateway.  You do this from the host properties for each host:

[image: ]

You can also use Powershell to verify that this is set for all hosts:

PS C:\Users\vmmadmin> (get-scvmhostcluster -name "GW-HC01").nodes | ft -property Name,IsDedicatedToNetworkVirtualizationGateway

Name                               IsDedicatedToNetworkVirtualizationGateway
----                               -----------------------------------------
gw-h01.contoso.com                                                      True
gw-h02.contoso.com                                                      True

The above script must contain True in the IsDedicatedToNetworkVirtualizationGateway column for all hosts in the gateway cluster.


[bookmark: _Toc367275701][bookmark: _Toc368046370][bookmark: _Toc369244568]Configure Deployment

You must deploy one instance of this service template for each gateway VM cluster that you want to operate on the gateway host cluster.  You will want to run multiple gateways to either fully utilize the hardware, connect to different external networks, or to have both forwarding and VPN/NAT capabilities available.

Follow these steps for each gateway instance you want to deploy.

Select the “Windows Server 2012 R2 HA Gateway” service template and click “Configure Deployment” to begin.  You will have to select a name and destination for the new service instance.

[image: ]
Note: Destination must map to a Host Group that has the Host Cluster environment that was setup earlier for the tier in this document

[bookmark: _Toc367275702][bookmark: _Toc368046371][bookmark: _Toc369244569]Network settings
For the imported template: Windows Server 2012 R2 HA Gateway 3NIC.xml 

	Network Setting
	Description

	Infrastructure
	Map to your Management network

	External
	Map to your Front-End network



Note: For “Windows Server 2012 R2 HA Gateway 3NIC.xml” it is highly recommended that the Management network is not the same as the Front-End network. If both are the same make sure you use “Windows Server 2012 R2 HA Gateway 2NIC.xml”

For the imported template: Windows Server 2012 R2 HA Gateway 2NIC.xml 

	Network Setting
	Description

	InfrastructureAndExternal
	Map to your network that is setup for both Management and Front-End


Note: If the Management network is the same as the Front-End network, the use of
“Windows Server 2012 R2 HA Gateway 2NIC.xml” is highly recommended


[bookmark: _Toc367275703][bookmark: _Toc368046372][bookmark: _Toc369244570]Suitable Hosts (Host Cluster)
Once you are done with mapping the destination and network settings the Deploy Service dialog will appear.  It is normal for the VM instances to be initially red. Click on “Refresh Preview” to have the deployment service automatically find suitable hosts (from the destination you mapped earlier) for the to-be-created-VMs for the VM Cluster. Or you can choose to do this manually.

Note: You may get a host placement rating error similar to this:
[image: ]

If you get this error it may be because the service template is configured for static IPv6 on the External network adapter and you may not have IPv6 pools available if you are deploying into an IPv4 only environment.

Follow the steps in Template Customization up above to change the service template so the External NIC is configured for IPv4 only, or for dynamic IPv6.

[bookmark: _Toc367275704][bookmark: _Toc368046373][bookmark: _Toc369244571]Settings
On the left side of the configure deployment window, there are a number of settings that you must populate.  The table below summarizes what to fill into each field.
Table 2. Deployment Configuration Recommendations for the service template settings

	Setting
	Requirement
	Description

	DomainFQDN
	Required
	Fully qualified domain name for the Active directory domain that the gateway VMs will join.  If you created a domain in step one then specify it here.  

Important: this domain must match the Active Directory domain to which the Hyper-V gateway hosts are joined.

Example: Contoso.com

	DomainUserRAA
	Required
	Select a Run as account in your environment which is a member of the domain (provided as DomainFQDN). This Run as account must have the privileges to join nodes to the domain. This will be used to join the VM nodes to the domain

	DomainUserRAAName
	Required
	This must be the full username (including domain name) of the Run as account mapped to DomainUserRAA
Example: Contoso\Username or Contoso.com\Username
Note: The domain username will be added to the Administrators group during deployment

	LocalAdmin
	Required
	Select a Run as account in your environment which will be used as a the local Administrator on the VMs

	ProductKey
	Required
	Enter the appropriate key to use after the operating system is provisioned.  A valid product key must be entered or the deployment will fail.
If you are performing an evaluation deployment you must edit the service template to remove the configurable service setting from the ProductKey and manually select Skip in the guest OS to skip the product key during deployment.

	VMClusterName
	Required
	VM Cluster Name. This must be a valid NetBios name and should not exceed 15 characters.  Also, it must not already exist on the network.

	VMClusterStaticIPAddress 

	Conditional
	This must have a value only if the management network is static. This will be a reserved static IP Address for the VM Cluster.  This must come from the management pool and must be reserved in advance.

Example:



If the management network is Dynamic this must not be set.



Once you’ve entered the above settings your deploy service dialog should look similar to this:
[image: ]

You can now select Deploy Service to begin the service deployment job.   Deployment times will vary depending on your hardware but are typically around 35 minutes.  

When your service deployment completes you will see it with the “OK” status the VMs and services view:

[image: ]
[bookmark: _Toc367275705]
Important
If you are performing a Server Core deployment of the gateway VM, and service deployment fails with the following error in the error description:


Error (22631)
The script command exit code 2148734208 matched the failure policy setting "Match any value other than zero." Standard output log data: "1 (Drive 2)
Assigning drive letter G to Disk 2 (Drive 1)
Formatting Cluster Disk 2 (Drive 1)
Adding disks to cluster...

Name                State               OwnerGroup          ResourceType       
----                -----               ----------          ------------       
Cluster Disk 1      OnlinePending       Available Storage   Physical Disk      
Cluster Disk 2      OnlinePending       Available Storage   Physical Disk      
Setting witness disk

Cluster        : GW-VM-CL01
QuorumResource : Cluster Disk 1
QuorumType     : NodeAndDiskMajority

Converting available disks to CSVs 

Name      : Cluster Disk 2
State     : Online
OwnerNode : <SERVERNAME>

=============================
Adding RRAS Cluster Resource 
=============================
Caught an exception:
    Exception Type: Microsoft.FailoverClusters.PowerShell.ClusterCmdletException
    Exception Message: The resource DLL 'C:\Windows\System32\RasClusterRes.dll' was not found.
    Exception"

Recommended Action
If the script command's job restart action is set to restart, then the script will be re-executed. Otherwise, the script command will be skipped when the job is restarted, in which case corrective action should be taken to mitigate the effects of the script command failure.


There are some additional steps you must perform on a server core VHD.  Follow the steps above in the section titled “Prepare VHDs/VHDXs for the gateway VM”.


Manual verification (Optional)
After the gateway deployment is complete you can manually perform some verification steps to make sure the deployment was successful.  The following checks are recommended:

Verification 1: confirm network connections are correct and that the back end is not connected to a virtual switch.
Verification 2: confirm IP address assignment on front end is from the correct subnet
Verification 3: confirm DNS registration has occurred for the gateway VMs and cluster
Verification 4: confirm there are two cluster networks, both are active, and both are set to cluster and client mode.
[bookmark: _Toc368046374][bookmark: _Toc369244572]Finalize configuration
Once your gateway service is deployed the final step is to add it to VMM as a gateway.  You begin this process with the Add Network Service Wizard.
[bookmark: _Toc368046375][bookmark: _Toc369244573][bookmark: _Toc367275706]Step 1: Add network service wizard
In the fabric view, select Add Resources, then Network service to launch the Add Network Service Wizard.  This will ask you a series of questions needed to add the gateway. 
For the manufacturer and model select the following:
[image: ]

It will ask you for credentials, you can use the same ones you used when you deployed the service template.
It will also ask you for a connection string.  The connection string is of the syntax:
<Parameter1>=<Value1>;<Parameter2>=<Value2>;<ParameterN>=<ValueN>;…
The available parameters are:
	Setting
	Requirement
	Description

	VMHost
	Required
	The FQDN of the Hyper-V host cluster.
Ex.  VMHost=VMHostCluster1.contoso.com

	GatewayVM
	Required
	The FQDN of the VM cluster that was created as part of the service deployment.  
Ex. GatewayVM=GatewayCluster1.contoso.com

	BackendSwitch
	Optional
	The name of the virtual switch to automatically connect the back-end adapter for network virtualization.  When following the steps in this document this parameter must be specified.
Ex. BackendSwitch=Virtual Switch 1

	DirectRoutingMode
	Optional
	Specify True to enable direct routing mode, or False to use VPN and NAT.  False is the default.
Ex. DirectRoutingMode=True

	FrontEndServerAddress
	Required if DirectRoutingMode is provided and set to True
	The IP address of this routing gateway. Network routing devices on the external network should point to this endpoint to get access to the VM network behind the gateway.

	VPNServerAddress
	Optional
	The IP address of this VPN endpoint to report to tenants.  This is only required if this gateway is behind an external load balancer.
Ex. VPNServerAddress=198.51.100.5

	MaxVMNetworksSupported
	Optional
	A number indicating how many VM networks can be used with this gateway.  If DirectRoutingMode is not specified or False, 50 is the default value.  You can increase it up to 100 for DirectRoutingMode=False.  If DirectRoutingMode=True then this value defaults to 1 and can’t be set any higher.



When multiple parameters are combined the connection string may look like this:
[image: ]

It is recommended that you test the connection before closing the wizard.  This will ensure that your connection string is of valid syntax and your credentials are correct:
[image: ]

When selecting the host groups of the network service make sure the scope you select here matches the scopes of the network sites that will be connected to this gateway later on:
[image: ]

Complete the wizard and wait for the Add Network Service device job to complete successfully:

[image: ]
[bookmark: _Toc368046376][bookmark: _Toc369244574]Step 2: Connect front-end and back-end adapters
You must tell VMM which network site to use for the front-end and back-end adapters since VMM needs to be able to allocate IP addresses from those sites and know which VM networks can use this gateway.

Navigate to the Network Service node in the fabric view under networking and select the gateway you just added:
[image: ]

Open the properties of the gateway and select the Connectivity tab:

[image: ]

Check the two boxes for Enabling the front end and back end connections.  Then select the adapter name for each one and the corresponding logical network for each.  The service template deployment has renamed the VM adapters to contain information about which network each is connected to.  If this is not enough information you will need to use the MAC addresses of the adapters to determine which one is the front end and back end.

Note: if you do not see the network sites you expect, make sure that they are associated with the gateway host physical network adapters, and that their host group scope matches the host group scope of the network service.

[image: ]


You will see two jobs appear in the job view that must complete successfully:
[image: ]

Important
If the Add connection to network service device job fails with this error:
Error (21426)
Execution of Microsoft.SystemCenter.NetworkService::InstallDeviceConnection on the configuration provider 4ee559f1-f479-480c-9458-d14b8b1c1779 failed. Detailed exception: Microsoft.VirtualManager.Utils.CarmineException: Unable to set up Remote Access server to support multi-tenancy mode. (The WS-Management service cannot process the request. The WMI service or the WMI provider returned an unknown error: HRESULT 0x800713be ).
Fix the issue in Remote Access server and retry the operation.

Recommended Action
Check the documentation for the configuration provider or contact the publisher support.

A likely cause is that one or more of the cluster networks in the Gateway VMs are not set to Cluster and Client.  This may occur if you did not specify a default gateway in the front end logical network.  You can use the failover cluster manager connect to the gateway VMs to verify this and correct it for the existing deployment.  You must specify a gateway in the IP pool of the front-end network to correct it for future deployments.

When these complete your gateway is ready to use for tenant networks.
[bookmark: _Toc367275707][bookmark: _Toc368046377][bookmark: _Toc369244575]Troubleshooting
The following section provides some basic troubleshooting areas to review if issues arise during deployment.  Logs can be very valuable in determining root cause.
[bookmark: _Toc367275708][bookmark: _Toc368046378][bookmark: _Toc369244576]Job Status Logs within VMM
Job status logs are useful for monitoring the overall progress of a service template deployment (including some basic information on status of failures.  Job status logs are located in the Jobs section within the VMM console found by navigating to the lower left and clicking on Jobs.


[bookmark: _Toc367275709][bookmark: _Toc368046379][bookmark: _Toc369244577]Deployment Log Files
During the deployment of this service template, log files are created within the %windir%\temp folder of each tier within the deployment.  The following logs will show up during the deployment of the service template as each tier executes scripts.

[bookmark: _Toc367275710][bookmark: _Toc368046380][bookmark: _Toc369244578]HA Gateway Virtual Machines customization and configuration log files
Log files will be located under: 
C:\VMHALog

The files show the status of customizing the VMs which may contain helpful information or error in-regards to:
· Joining domain user to the Administrators group
· Renaming NICs on the VM
· Creating the VM Cluster
· Configuring storage for cluster
· Joining Nodes to the Cluster
· Verifying the Cluster is up and running
[bookmark: _Toc369244579][bookmark: _Toc336933313][bookmark: _Toc347741776][bookmark: _Toc367275712][bookmark: _Toc368046381]IP Overlap
If you did not reserve the cluster IP address in advance it is possible your service template deployment will fail due to a duplicate IP address.  The following screenshots illustrate the symptoms of this problem:

VMM Job failure:
[image: ]
Host cluster log:
[image: ]

To resolve, prior to redeploying the service template you must reserve the static IP address that you are assigning to the cluster.

[bookmark: _Toc369244580]Storage Classifications
The service template expects a storage classification of local storage to be available on the gateway hosts.  If you do not have any local storage available you may receive the following error:
[image: ]

To resolve: prior to deploying the service template, ensure there is local storage available on both gateway hosts.  As an alternative you can edit the service template to change the classification to something appropriate for your environment.
[bookmark: _Toc369244581]More Information
The following resources provide information about the concepts and techniques described in this guide:
Configure Windows Service Accounts and Permissions
How to Create a Virtual Machine from a Blank VHD
How to Configure the Properties of a Service Template
System Center 2012 Virtual Machine Manager
Using Service Templates in System Center Virtual Machine Manager 2012
What is SysPrep?
Building Clouds Blog
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